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Abstract

In this paper, the authors establish a connection
between robust control design and model valida-
tion. In particular, we present a new framework
for invalidating a set of models which has been
assumed to “adequately describe” the unknown
underlying process. The technique uses robust
control synthesis and observations of a new set of
variables, rather than the usual inputs and out-
puts of the process, to invalidate models. In con-
trast to existing techniques for model validation
where the input/output experiments are speci-
fied a priori, an important contribution of this
scheme is that it automatically generates plant
inputs which are necessary to test the model with
respect to the goal of trying to achieve some de-
sired performance for the unknown process. An-
other important byproduct is that if the set is
not invalidated (meaning it may adequately de-
scribe the process) we have a controller that, so
far, achieves the desired closed loop performance
for the unknown process.

1. Introduction

Recently, several researchers have considered the
problem of model validation [4, 5, 6, 7]. The moti-
vation comes from the fact that a robust control
design is not worth much unless one has some
confidence that the plant can be “adequately de-
scribed” by the uncertain set of models used in
the robust control design. Model validation is
the process of taking input/output experiments,
subsequent to the modeling and/or system iden-
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tification phase, and deciding whether or not the
assumed model set is actually a valid description
of the underlying process.

In previous work, the following problem was con-
sidered. We are given a model set represented by
the pair (Mo, D), where My is a set of systems
and D is a set of disturbances which enters the
system in some assumed way. It is assumed that
this model set adequately describes the unknown
plant. Additionally, we are given a set of inputs u
which were applied to the plant and the resulting
outputs y which were observed. The question is
does there ezist a process model (h,d) € (Mo, D)
which could have prodyced (or is consistent with)
the ezperiment pair (u,y). If the answer is yes,
we gain some confidence in our assumed model
set. On the other hand, if the answer is no, we
conclude that the process can not be adequately
described by the assumed model set and thus in-
validate the pair (Mo, D).

In this way, model validation can be thought
of as a decision map from model set assump-
tions (Mo, D) and experiments (u,y) to the set
{yes,no}, and can in general be computationally
very difficult to evaluate (see the results in [4, 7]).
In the work of Smith et.al., the assumed model set
consists of the set My which is a LTI continuous~
time nominal system with an Ho, norm bounded
perturbation entering in a linear fractional way,
along with D, a set of L, norm bounded distur-
bance entering at the input. Poolla, et.al., con-
sider My to be a discrete-time nominal system
with an additive Hy, norm bounded perturba-
tion and D as the set of I, norm bounded distur-
bances added to the output.

In this paper we take the view that model vali-
dation should be accomplished in a way that de-
pends on how the model will be used. In the
following sections we propose a different way of
thinking about model validation which allows us



to tackle the above problem when the inputs, u,
are not given a priori. We; then show that given
some performance objective with respect to which
one defines the term “adequately describes”, an
input, u*, for model validation can be chosen by
solving a corresponding robust control synthesis
problem. The model validation step can then be
performed on the resulting pair (u*,y*). We fur-
ther show that once the controller is obtained,
this step can be performed much more easily by
observing the performance variables (w, z) rather
than (u*, y*) and simply checking if a certain per-
formance was met. In this way we establish a
connection between model validation and robust
control design by showing that invalidating per-
formance accomplishes model invalidation. This
is different from the work of [5] and [7] where the
connection is that the structure of Mg has to be
consistent with a robust control design method-
ology. The development in this paper essentially
justifies and formalizes the following procedure
which was introduced in [2] as one step of an
iterative identification/control scheme.

1. Design a controller, K, that achieves a cer-
tain performance level for the model set

(M, D).

2. Use K to close the loop around the process

P,

3. Monitor the performance variables (w, z)
and decide if the performance level was met
(i.e., use a test such as ||z|| < 7||w]]).

4, If the answer is no, we conclude that
(Me, D) is not consistent with (u*,y*), or
equivalently, does not adequately describe
the process in view of the objectives. How-
ever, if the answer is yes, we have a con-
troller that achieves the performance ob-
jective for the given signals w.

2. Preliminaries

We first establish some notation which will be
used throughout the paper. The system/noise
pair (Mg, D) represents some model set which
is assumed to describe the unknown process P.
The input/output relations for P and some model
(h,d) € (Mo, D) are written as y = Pu and
y = (h,d)u, respectively. The reason for us-
ing this notation is that the development réemains
general, and we are not forced to write y = hsu+d
or y = h x (u+ d), for example. Now, assume
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that some controller K is used to close the loop
around the plant. Depending on the performance
objectives, one defines some exogenous input w
and some output z which is to be kept small rel-
ative to w. We assume that w and z lie in some
spaces of sequences of p and ¢ dimensional vec-
tors. The relation for w and z is now some LFT
of the plant and controller and will be represented
as Fi(P, K). With a slight abuse of notation we
will similarly represent the closed loop relation
with (h,d) in place of P as Fi((h,d), K) and the
set of relations with (Mo, D) as F;((M,, D), K).
Finally, given an exogenous signal wq, assuming
uniqueness of solutions in the closed loop system,
we can define a map G which takes (wp, P, K)
into ug, the input to the plant, which we write as
ug = G(wg, P, K). We next establish the way in
which we view performance.

When an engineer designs a control system which
must satisfy performance defined as an induced
norm bound on some transfer function, there are
no guarantees that performance will really be met
since there is no guarantee that P € (Mg, D). In
order to test such performance, it is necessary to
generate every signal in some ball in the input
space, which would take infinite time. The engi-
neer can increase his/her confidence by observing
the closed loop system for some finite set of ex-
ogenous inputs thought to represent the typical
signals which the system will have to face in the
future. Following this philosophy, we view perfor-
mance in relationship to some finite collection of
finite duration exogenous signals and the metrics
used on the input and output spaces.

One can think of the standard model validation
problem in the following way. Given (Mj,D),u
and y = Pu, if (Mo, D) is inconsistent with (u,y),
then we say that (Mj,D) does not adequately
describe P with respect to the input u. We next
propose a new method of invalidating .(Mj, D)
and then show that it is equivalent to invalidating
(Mg, D) with respect to some special input, u*,
which is well defined.

3. Main Results

We assume that we are given a set W =
{wi € R¥*? | i € [1,My]} of exogenous inputs
and the goal is to achieve ||Fi(P,K)w;|| <
Yllwil| Vi € [1, My]. The choice of norms here



dictates which control design methodology one
will have to utilize [1, 3]. We propose the fol-
lowing alternative way of thinking about model
validation, which is similar to the idea in [2].

Definition 3.1 Given a model set (Mo, D) and
a K which achieves

1Fi((Mo, D), K)will < vllwil Vi€ [1, Mu],

if 3j €1, My] s.t. ||71(P, K)ws|| > 7llw;ll],
then we say that (Mo, D) does not adequately
describe P in view of the objectives.

In other words, if we can find a controller K which
achieves the desired performance for (Mo, D), yet
does not achieve it for the process P, we invali-
date (M, D). The following theorem establishes
a connection between this viewpoint and the stan-
dard model validation problem.

Theorem 3.2 Given (Mg, D) and W, let K be
a controller which achieves

IFi((Mo, D), K)wi|l < v|lwill Vi € [1, My]

Furthermore, for each i € [1,M,], let u}
G(w;, P,K) and y} = Pu}.
If 3 {(hi,d)}* C (Mo,D) st. y}
(h;,d.-)u,’-‘ Vie [I,Mw]
then ||Fi(P, Kyui]| < vllwil] Vi € [1, My).

i

See Appendix for the proof.

Remark 3.2: This theorem says that if we
cannot invalidate the set (Mg, D) w.r.t. (uf,y)
for any i € [1, M,,], then we will not be able to
invalidate it based on observing the performance
w.r.t. W. Notice that the reverse implication is
not necessarily true because K is not designed
to achieve performance only for (Mg, D). Even
if (Mo, D) is not consistent with (u},y!), K may
inadvertantly achieve the desired performance for
some (h,d) ¢ (Mo, D) which is consistent with
(uf,y}). Also note that the above theorem can
be easily extended to performance objectives such
as ||W, Fi(P, K)w;l] < 7||wi||, where W, is some
weighting function. In the procedure below, we
actually use the converse of this theorem which
we now state as a corollary.

Corollary 3.3 Given the assumptions of theo-
rem 3.2, if 3j € [1,M,) s.t. ||Fi(P, K)wj| >
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Ylwsll, then there does not ezist any (h,d) €
(Mo, D) s.t. y; = (h,d)u;.

Remark 3.3:  This says that if we invalidate
the set (Mo, D) based on performance, then we
would have also invalidated it by using the re-
sulting (u*,y*). This suggests the following pro-

cedure for model validation.

1. Synthesize a controller, K, which achieves
lF:((Mo, D), K)wil| < llwil| Vi €
[1, My).

2. Use K to close the loop around the process
P,

3. Monitor the performance variables (w, z)
and compare || F)(P, K)w;|| to ||wil| .

4. If, for some j, ||Fi(P, K)w;|| > v||w;||, we
say that (Mo, D) does not adequately de-
scribe P w.r.t. the objectives. Further-
more, Corollary 3.3 tells us that (My,D)
is also inconsistent with (u}, y7).

5. If we cannot invalidate (Mg, D), then we
have a controller that achieves the perfor-
mance objective w.r.t. W.

Examining the steps in this procedure shows that
the computational burden is embedded in the
robust control design, while the decision step
(performance check) 15; quite simple. - This sug-
gests that the computational burden of the consis-
tency check in previous work is transferred to ro-
bust control design in our framework, and Corol-

lary 3.3 shows that there is some relation be-

tween the two. It is ihportant to reiterate the
significance of the uniidirectional implication in
Theorem 3.2 and Corollary 3.3. This means
that even though the oE»served performance is sat-
isfied, (u*,y*) still may not be consistent with
(Mo, D). In this way, the performance test is
only sufficient for invalidation of (Mo, D) w.r.t.
(u*,y*). This is not a deficiency in the proce-
dure, but merely reflects the fact that model in-
validation in the sense of Definition 3.1 is only
sufficient for model invalidation in the traditional
sense. In other words, as long as the controller
we have designed for (Mo, D) is delivering the
desired performance for the process P, we have
no reason to invalidate the set (Mg, D).

Finally, we point out that performing model inval-
idation in this way is further motivated by parts
of the iterative scheme for identification/control



proposed in [2]. Here, we are given a larger model
set (M, D) which we strongly believe describes
the process P. We next partition (M, D) into
a collection of model sets {(M;, D;)} which cover
(M, D). We then perform this model invalidation
procedure on each {(M;, D;)} until we either in-
validate the entire model set (M, D) and conclude
that we must change our biases, or we find a con-
troller which achieves the desired performance for
P.

4. Conclusion

In this paper, we have presented a way of think-
ing about model validation that is intimately tied
to robust control theory. The main idea is that
perhaps models should be (in)validated depend-
ing on what they will be used for. Assuming that
the model set will be used for control design, we
have proposed a method of (in)validating sets of
models using robust control theory. The main
contribution was in making this robust control
based invalidation idea rigorous and showing how
it relates to model validation in previous work.
In the process, we have established an important
connection between model validation -and robust
control.

The new method has several desirable features.
Given the performance objectives, the control de-
sign produces inputs for testing the consistency of
the given model set. Furthermore, if the model
set-is not invalidated, the procedure produces a
controller which achieves the desired level of per-
formance for the unknown process (w.r.t. a cer-
tain set of exogenous inputs).
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5. Appendix
Proof of Theorem 3.2

Given W, take any i € [1, My,]. During the exper-
iment, the closed loop system generates unique
uf,yf and 2} = F(P,K)w;. By assumption,
yi = (hi, di)uf (i.e., (h;, d;) can interpolate u} to
y}). Because of uniqueness of solutions, if we con-
sider (h;, d;) in the loop instead of P, the resulting
z must be the same as 2z} from the experiment.
This means exactly that

Fi(P, K)w; = Fi((hi, di), K)w;

and since K was designed to achieve
IF1((Mo, D), K)wil| < ljwil|

it certainly achieves
IF((hs, di), K)will < rllwil] -

In view of equation 5, it is clear that this im-

plies ||F1(P, K)w;|| < 7||w;|]. This completes the
proof.



