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Abstract—In this paper, we introduce an approach for the
efficient solution of motion-planning problems for time-invariant
dynamical control systems with symmetries, such as mobile
robots and autonomous vehicles, under a variety of differential
and algebraic constraints on the state and on the control inputs.
Motion plans are described as the concatenation of a number
of well-defined motion primitives, selected from a finite library.
Rules for the concatenation of primitives are given in the form of
a regular language, defined through a finite-state machine called
a Maneuver Automaton. We analyze the reachability properties
of the language, and present algorithms for the solution of a class
of motion-planning problems. In particular, it is shown that the
solution of steering problems for nonlinear dynamical systems
with symmetries and invariant constraints can be reduced to the
solution of a sequence of kinematic inversion problems. A detailed
example of the application of the proposed approach to motion
planning for a small aerobatic helicopter is presented.

Index Terms—Formal languages, mobile robot motion-planning,
optimal control.

I. INTRODUCTION

NE of the basic problems that have to be solved by mobile

robots and autonomous vehicles, and on which this paper
will focus, involves computing a motion plan to reach a target
from given initial conditions. The motion plan must satisfy a
number of differential and algebraic constraints, encoding, for
example, nonholonomic constraints on the system’s dynamics,
actuator position and rate limits, and safety limits on the oper-
ational envelope. Moreover, it is often desired that the motion
plan make good use of available resources, optimizing a mean-
ingful performance measure.

Perhaps the best-formulated general method for addressing
motion-planning problems is the use of optimal control [1].
While general enough to handle, in principle, most mo-
tion-planning problems, optimal control techniques suffer from
extremely high computational costs, and numerical issues that
make them unsuitable for many real-time applications.

Recently, the nonlinear control community has concentrated
on analytical methods for steering underactuated controllable
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mechanical systems in a free environment. (For a thorough re-
view of the state of the art, see [2] and references therein.) How-
ever, in many cases of interest, physically accurate models of
the dynamics of many vehicles of practical interest do not pos-
sess the required properties for direct application of most of the
above-mentioned techniques. None of these methods, for ex-
ample, can be directly applied to realistic aircraft models, sub-
ject to nonnegligible aerodynamic forces, actuator saturation,
and safety constraints on the state.

On the other hand, expert human pilots are able to effectively
operate vehicles with very complicated and possibly unstable
dynamics, often at the edge of their operational envelope. In
particular, the approach in this paper was motivated by the ob-
servation that human pilots execute aerobatic routines through
the concatenation of well-practiced “maneuvers” [3]. A formal
definition of this concept, and its exploitation in the context of
motion planning, are the core of this paper.

A. Languages for Motion Description

A new and promising direction of research in control theory,
which will be pursued in this paper, is centered on the purposeful
introduction of state and/or control quantization in the design
of control systems [4]-[7]. The purpose of quantization is, in
general, a reduction of the complexity of the control task. In this
paper, instead of quantizing time, the state, or the control input
values, we select a finite number of state and control trajectories,
which we call motion primitives, and combine them to generate
feasible trajectories.

Several approaches to the solution of motion-planning
problems have been developed, based on the choice of a finite
number of elementary control laws, which are combined to
generate more complex behaviors. The approach in this paper
is related to other efforts to develop languages and reactive
behaviors in robotics; in particular, it can be seen as a structured
subclass of the Motion Description Languages in [8]-[11], and
a generalization of [5] and [12].

B. Paper Organization

In Section II, we define the class of systems we are interested
in, and the kind of problem that we want to solve. In Section III,
we discuss the geometric properties of systems with symme-
tries, introduce the notion of motion primitive, and identify
classes of primitives of interest. In Section IV, we define rules
for the concatenation of primitives in the form of a regular
language: each string in the language corresponds to a feasible
trajectory. In Section V, we derive conditions on the language
guaranteeing the existence of strings which solve the steering
problem. In Section VI, we discuss algorithms to solve a class
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of motion-planning problems. In Section VII, we present more
in detail the necessary steps for the application of our method-
ology to a challenging mechanical system, i.e., a realistic model
of a small acrobatic helicopter.

II. PROBLEM FORMULATION

In this paper, we are interested in planning the motion of a
time-invariant, nonlinear dynamical control system S, described
by a set of ordinary differential equations (ODE) such as

#(1) = alt) = [ (a(t), () m

where the state z belongs to an n-dimensional manifold X', and
the control u belongs to a set i/ C R™ (with m < n).

Under appropriate technical conditions on the function f
(e.g., boundedness and locally Lipschitz dependence on its
arguments [2]), and given a piecewise-continuous open-loop
control law p : [0,¢f] — U, the ODE (1) can be integrated to
compute the state of the system at any time ¢ € [0,¢¢], as a
function of the initial conditions, i.e.,

2(t) = 0, ((0), 7).

The function ¢, represents the state flow of the time-varying
dynamical system (t) = f.(z(t),t) = f(z(t),n(t)), cor-
responding to (1) under the action of the assigned open-loop
control law . Given an initial condition z:(0) = z, and a de-
sired final set 7 C X, the basic steering problem can be for-
mulated as the problem of finding a control law p such that
z(tr) = pu(zo,tr) = z¢ € F, for some ¢ty > 0.

In practical applications, the motion plan must also satisfy
a set of constraints, dictated, for example, by safety considera-
tions and actuator saturation. These conditions can be encoded
as a set of inequality constraints on the state and on the control
input, of the form

F(z(t),u(t)) <0 Vte[o,t] 2)

where F'is a vector of constraints, and the inequality must be un-
derstood component-wise. In the following, we will refer to (2)
as operational envelope constraints. Typically, these constraints
share the invariance properties of the system S, both with re-
spect to time, and with respect to the action of a group. (Invari-
ance properties of S will be discussed in the next section.) As
a measure of the quality of the motion plan, we will consider a
cost functional of the form

te

J(w,u) = / o (a(t), u(t)) dt. 3

0

As with the constraints, we will assume that the incremental cost
function ~y shares the same invariance properties of S.

The general motion-planning problem would involve other
pointwise-in-time constraints, such as obstacle avoidance, or
integral constraints, such as finite fuel. However, dealing with
these constraints is beyond the scope of this paper; an appli-
cation of the methods proposed in this paper to real-time mo-
tion planning in dynamic, obstacle-ridden environments can be
found in [13].
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Finally, we remark that, as is common in the trajectory-gen-
eration literature, we will concentrate on open-loop control de-
sign. In practical applications, some form of feedback will be
needed to handle uncertainties and disturbances in the plant and
in the environment. The addition of feedback to the proposed
approach is out of the scope of this paper, and will be the sub-
ject of future work.

III. SYMMETRY AND MOTION PRIMITIVES

A fundamental geometric property characterizing the dy-
namics of many mechanical systems of interest, including most
vehicles and moving robots, is invariance with respect to a
certain class of transformations on the state of the system.

Consider a finite-dimensional Lie group G, with iden-
tity element e. A (left) action of the group G on the state
manifold A" is a smooth map ¥ : ¢ x X — X, such that
U(e,xz) =z forallx € X, and forevery g,h € G,and x € X,
U(g,V(h,z)) = VU(gh,z). We will often use the shorthand
U, () to mean ¥(g,x).

We say that a dynamical control system S, described by (1),
is invariant with respect to the group action ¥, or, equivalently,
that G is a symmetry group for the system S, if for all g € G,
xg € X, t €[0,t f], and all piecewise-continuous control laws
p: [0,t5] — U, the following holds:

Yy (pu(20, 1)) = ¢ (Vg(@0), 1) -

In other words, G is a symmetry group for § if its action on the
state commutes with the state flow. Invariance also implies that
ifacurve t — (x(t),u(t)) is an integral of (1), then so is ¢ —
(Uy(x(t)),u(t)), for any g € G. Notice that time invariance
of § implies that the real axis (with addition) is an additional
symmetry group, acting on S by time translation.

A. Motion Primitives

Invariance with respect to a group action leads us to define
a notion of equivalence of trajectories, and the concept of mo-
tion primitives. We say that two trajectories are equivalent if
they can be exactly superimposed through time translation and
the action of the symmetry group G. Formally, two (state and
control) trajectories m1 : t € [ti1,te1] — (z1(t),ua(t)),
and o : t € [ti2,tr2] — (x2(t),ua(t)), are equivalent, if
te1—ti,1 = teo—tio, and if thereexist g € G, T € R, such that
(1(t), ur () = (Pg(w2(t = 1)), uz(t — T)) Vi € [ti, tea].

Consider a time-invariant system S, invariant with respect to
actions of the group G, and a trajectory 7 : [0,¢f] — X X
U, satisfying (1) and (2). A Motion Primitive is the class of
trajectories equivalent to . With a slight abuse of notation, we
will also use the symbol 7 to indicate the corresponding motion
primitive, i.e., the set of all trajectories equivalent to 7. Let ||
indicate the time duration of 7. Denote by P(S, G) the set of all
motion primitives for a time-invariant control system S, with a
symmetry group G.

Remark 3.1: Under the assumption that the constraints (2)
share the invariance properties of S, i.e.,

F(z,u)=F (Vy(x),u) Vgeg

then if a trajectory satisfies the operational envelope constraints,
so do all equivalent trajectories. Feasibility with respect to (2) is,
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hence, a uniform property of a motion primitive. This assump-
tion is typically verified for actuator limits, and for the opera-
tional envelope of the vehicle (e.g., bounds on minimum and
maximum speed, etc.).

Remark 3.2: Under a similar assumption on the incremental
cost function v, i.e.,

v(z,u) =y (Yy(z),u) VYgeg
all instances of a motion primitive have the same cost. This
assumption is satisfied in a broad class of optimal control
problems of interest, including minimum-time, minimum-
path-length, minimum-energy, and minimum-fuel problems.

In the absence of operational envelope constraints (2), a mo-
tion primitive can be obtained simply by applying an arbitrary
piecewise-continuous control law p to the system S, starting
from arbitrary initial conditions, for a finite time interval, and
storing the resulting state and control trajectory 7. This can be
computed through integration of (1), or, for example, by run-
ning an experiment on a physical system (which gives, by defi-
nition, a feasible trajectory). If operational envelope constraints
are present, valid trajectories must satisfy these limitations; nat-
urally, experiments need to be limited to such an envelope for
safety and other considerations. Note that any fragment of a
stored trajectory defined on a compact time interval can be taken
as a valid primitive.

B. Concatenation of Motion Primitives

The motion-planning method we present in this paper is based
on the selection of a family of motion primitives, which are com-
bined to form complete state and control trajectories satisfying
the constraints imposed by the steering problem. We call the op-
eration of combining two primitives to form another primitive
concatenation. In order to maintain feasibility of trajectories,
we cannot concatenate primitives arbitrarily, but must make sure
that certain matching conditions are satisfied. More specifically,
we need to make sure that the final state of the first primitive co-
incides with the initial state of the second primitive, modulo an
action of G. In the remainder of this section, we give a condi-
tion for compatibility of two primitives, and formally define the
concatenation operation.

Let us consider two motion primitives 71 : ¢t € [0,T1] —
(z1(t),u1(t)), and w2 : t € [0,To] — (w2(t),uz2(t)), and let
us introduce a compatibility relation C' between primitives. The
primitives 71 and 7o are said compatible (written w1 C'ms), if
there exists g12 € G such that 21(T1) = ¥(g12,22(0)). Note
that C' is not symmetric.

If 71 C7o, the concatenation of 71 and 75 is defined as w175 :
[O,Tl + TQ] — X X Z/l, with

] (x1(t), ur(t)),

Proposition 3.3: The set P(S,G) is closed with re-
spect to concatenation of compatible primitives, i.e., if
T, T € P(S,g), and 71 C7o, then mymo € P(Sg)

Proof: Since 179 coincides with 71 over [0, T}], we only
need to show that it is continuous at ¢ = 77, and satisfies (1)

ift<Ty
otherwise.
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and (2) over [Ty, T; + T5]. Continuity at ¢ = T} is guaranteed
by the compatibility condition

lim mymo(t) = mi(Th)
t—T

and

lim W (gy2,m2(t —T11))

t—>T1Jr

=V (g12,m2(0))
:’/Tl(Tl).

lim mmo(t) =
1E—>T1Jr

Feasibility for ¢ € [T}, T) + T>] is a consequence of invariance
to time translation and to the action of G

T12(t) = Puy, (712(0),2)
thatis, fort’ =t —T; > 0

z12(t') = pp, (#1(T1). 1)
= Pus (‘1/ (912; 5172(())) 7t/)
=W (912 Pp, (22(0), 1)
=W (g12,22(t")) .

Going back to t = Ty + t/, the above shows that 15 is feasible
with respect to (1) and (2) for ¢ € [T, Ty + T3], as well. [ |

C. Trim Primitives and Maneuvers

In this section, we identify two classes of motion primitives
that can be used to build a “library” for motion planning, with
certain desirable properties. Intuitively, one can expect that if we
select a finite number of primitives, the set of points that can be
reached from an initial state, after the concatenation of a finite
number of copies of such primitives, will be a discrete set (for a
formal analysis of such a system, see [14]).

If a continuous reachable set is desired after the concatena-
tion of a finite number of primitives, one needs to consider a
library effectively containing an uncountable number of motion
primitives. In order to maintain a finite description for the li-
brary, we will look at a particular class of continuously param-
eterized motion primitives. This class of primitives is identified
with steady-state motions, also known as relative equilibria, or
trim trajectories in the aeronautical community. Along such a
trajectory, controls are kept constant (“trimmed”), and the rela-
tive wind has a constant direction with respect to the aircraft.

Formally, we call a nontrivial motion primitive o : ¢t €
[0,T] — (za(t), ua(t)) atrim primitive if

{ za(t) = W (exp(éat), 7a(0))

w(t) = vie[0,T] (@)

where £, is an element of g, the Lie algebra of G. In other words,
trim primitives correspond to finite flows along left-invariant
vector fields. We indicate the set of all trim primitives for the
system S with symmetry group G as 7 (S, G). The simplest ex-
ample of a trim primitive is an equilibrium point.

Given a trim primitive a, one can build a whole family of
trim primitives parameterized by a scalar 7 > 0 by extending or
restricting its domain of definition, as follows:

a(t) it € [0,7] = (¥ (exp (§at; 2a(0)) s ua)) . (5)
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Let 7, = {a(r),7 > 0} C 7(S,G) be the set of all trim
primitives obtained by changing the domain of a trim primitive
«. We call the nonnegative scalar 7 the coasting time, since it
determines how much time is spent executing a trim primitive,
and how long the system follows the flow of the corresponding
left-invariant vector field.

Finally, we define a maneuver as a nontrivial primitive
which is compatible, from the left and from the right, with trim
primitives; in other words, we define a maneuver as a primitive
that begins and ends at steady-state conditions. If we denote by
M(S,G) C P(S,G) the set of all maneuvers, we have that
T € M(S,G) & Ja, B €T(S,G): arp € P(S,G). We call
the set of trim primitives that are compatible with 7 from the left
the predecessors of m, and indicate it as Pred(w) C 7(S,G).
Correspondingly, we define, as Succ(m), successors of w, the
set of trim primitives that are compatible with 7 from the
right. Notice that, if « € Pred(rw) (resp. § € Succ(r)), then
Pred(m) = 7,(S, G) (resp. Succ(m) = 73(S, G)).

Consider a maneuver 7 € M(S, G), of duration . Since,
by definition, the maneuver 7 is compatible with a trim primitive
« from the left, and with a trim primitive 3 from the right, there
must be gor, grp € G such that z.0y = ¥(gar,za(0)), and
zx(Tx) = VU(g=p, z3(0)). We define the group displacement of
the maneuver 7 as g, = g} Grp-

Remark 3.4: While g, and g3 depend on the choice of
particular class representatives, the group displacement g, is
G-invariant, i.e., it is an invariant characteristic of a maneuver.

IV. THE MANEUVER AUTOMATON

The proposed method for motion planning relies on the
choice of a finite set of maneuvers ¥ C M(S,G), and the
generation of complex trajectories through the concatenation of
maneuvers in Y. Since not all maneuvers are compatible, rules
for the choice of “legal” sequences are needed. A convenient
way of representing such rules is given by the definition of a
formal language. In other words, we will consider the set X as
the alphabet of a formal language. Words in this language are
formed through concatenation of several maneuvers, hence, a
word will be an element of the so-called free monoid ¥.*, i.e.,
the set of all possible sequences of symbols in Y. (The identity
element is the null string €.) In general, not all strings in %*
correspond to feasible trajectories with respect to (1), since
only compatible primitives can be concatenated. It is conve-
nient to represent all strings in ¥* formed by concatenation
of compatible primitives as the set of all strings accepted by a
finite state machine, which we will call a Maneuver Automaton
(MA). An MA is a tuple

MA = {27Q767 q07F} (6)

where we have the following.

X C M(S,G) is the maneuver alphabet, i.e., a finite col-
lection of maneuvers.

* @ = Qo U {[} is a finite set of states. The set Qg C
7(S,9) is a collection of trim primitive closures chosen
in such a way that for any m € ¥, Pred(r), Succ(r) €
Qo,and Uy e {Pred (), Succ(n)} = Q. In other words,
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Fig. 1. Example of a digraph representing an MA.

the set (Qp is @ minimal set that includes all trim primitives
from which maneuvers can start, and at which maneuvers
can end. The symbol [ represents an error state, used to
detect unallowed strings.

e Themapd : Q@ x X — (@ is a transition function, relating
the state after the execution of a maneuver, to the state
before the maneuver. The map ¢ is defined as follows:

if « € Pred(m)
otherwise.

§(cr, ) {/éf Q : B € Suce(n),

* o € Q is an initial state.
e F C Q is aset of final, or accepting, states.

An MA can be conveniently depicted as a directed graph in
which vertices represent states (i.e., trim primitives), and edges
represent maneuvers. The initial state is indicated by an arrow,
and final states are indicated with a double circle; see Fig. 1 for
an example. In the figure, trim primitives are labeled with Greek
letters, and maneuvers are labeled with Roman letters. An MA
graph need not be connected or strongly connected, admits par-
allel edges (i.e., more than one maneuver can connect the same
trim primitives, as in the case of e and £ in the figure), and edges
having the same source and target node, such as c in the figure.

Given an MA, we define the language L(MA) C X* as the set
of all strings accepted by it. We will call a stringw € L(MA) a
maneuver sequence. Since an MA is a finite state machine, the
language L(MA) is a regular language. Other ways to define
regular languages include regular grammars. Production rules
to obtain all strings in L(MA) can be derived from the compat-
ibility relation; we will not pursue this straightforward task.

We will make the assumption that the initial and final condi-
tions for the motion-planning problem are such that they can be
represented as trim primitives in @, i.e., there exist gy € G and
a € @ such that z9 = U, (2,(0)). Similar assumptions are
made for the target set, i.e., Vo y € F,3(gs,0) EGXF 1 x5 =
W, (23(0)). These assumptions are usually verified in motion
planning, since initial and final conditions are typically defined
at rest, or at some steady-state condition. In (6), @, X, and 6 de-
pend on the system, and on the choice of primitives to include
in the language. On the other hand, gy and F' depend on the
specific instance of the problem to be solved. When discussing
properties that should hold uniformly over any choice of gy and
F, such as controllability, we will leave these undefined.
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A. Motion Plans

The role of trim primitives has been, so far, just that of pro-
viding a convenient way of formally defining a special kind of
motion primitives, namely, maneuvers, and providing them with
a common interface for concatenation. However, trim primitives
can be further exploited to enrich trajectories that can be repre-
sented using the MA language.

Consider the maneuver sequence w =
by inserting zero-length trim primitives between maneu-
vers, the primitive w can be equivalently represented as
w = a1(0)m, az(0)ms, ... tyan+1(0), with a; € Pred(m;)
for i = 1,...,N, and anyy; € Succ(my). We can
obtain a much richer set of primitives by interleaving
maneuvers with nonnegative flows along trim primi-
tives. In other words, we can consider primitives of the
form (w,7) = a1(m1)m, ae(m)me, ... TNaN+1(TN+1),
7, > 0Vi € {1,N + 1}. As in the previous case,
(w,7) € P(S,G) by construction.

Based on this discussion, we define a motion plan on an MA
as a pair (w,7) € L(MA) x Rf@)ﬂ, where N(w) is the
number of symbols in w, and 7 is an array of N(w) + 1 non-
negative coasting times.

While a maneuver sequence can be associated with a path on
a directed graph representing the MA, a motion plan augments
this information by specifying the time spent at the states (trim
primitives). The duration of the motion plan (w, ) is equal to
the sum of the duration of the maneuver sequence w and the sum
of the coasting times in the array 7.

A key property of our language for the purpose of motion
planning is the ability to recover in a mathematically convenient
way the complete state of the system at any time during the ex-
ecution of a motion plan, without resorting to simulation or nu-
merical integration of the differential equations (1). To see this,
consider a motion plan of length one, i.e., a motion plan com-
posed of just one maneuver, preceded and followed by a trim
primitive. The motion plan is defined by the primitive (w,7) =
(m1,[r1,72]) = au(m)mias(re). If 2(0) = Vg, (2q,(0)), the
state trajectory is described by

M1, T2y..., TN},

tE[O,Tl]
t6[71,71+|7r1|)

\D(gO eXp(ff,lt) y Loy (0)) ’
\Il(go eXp(ffn Tl)gﬂlﬂ'1 » 1 (t_Tl)) ’
(g0 exp(€a,T1)gm

' exp(faz (t_Tl - |7r1 |))/ Lo, (0)) )

z(t)=

otherwise.

The above formula can be easily extended to a motion plan of
arbitrary length. In particular, the final state after the execution
of a motion plan p = (w, ) of length N(w) is given by z¢f =
VU (gogps Tay (o4, (0)), Where the group displacement g,, can be
computed as

N(w)
gp = H €xXp (5077—1’) 9r, €xXp (gnN(MH_lTN(wH»l) - (7)

i=1

In the above, we used the convention that 7; is the ¢th symbol
in the maneuver sequence w, «; € Pred(m;),i=1,..., N(w),
and anw)y1 € Succ(wN(w)). Moreover, successive factors in
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the product between square brackets must be right-multiplied.
Equation (7) can be rewritten in the equivalent form

N(w)+1

=9 ] explmm) ®)
=1

where g,, is the group displacement corresponding to the motion
plan (w, 0), and the vector fields 7; are defined by

N(w)

for = Ad [ T gr,om: )
Jj=t

and NN ()41 = Eayuysrs Ad(g,-) is the adjoint mapping of
g €G.ie, Ad(g,€) = gég™".

Equation (8) shows that the total group dispacement due to a
motion plan p can be decomposed into a group displacement g,,,,
due to the maneuver sequence w, and the composition of flows
along left-invariant vector fields 7, which can be computed from
the maneuver sequence. Remarkably, (8) has the structure of a
forward kinematic map in robotics, such as, for example, the
map defining the position of the end-effector of a robotic arm, as
a function of the joint angles [15]. In other words, the nonlinear
dynamical system (1) can be transformed, using the MA lan-
guage and formalism, into a system that formally behaves like a
kinematic system. The transformation is exact, i.e., no approxi-
mations are introduced, but it limits the admissible trajectories
to sequential combinations of a finite number of motion primi-
tives, computed a priori.

Kinematic decoupling, introduced in [16], also leads to the
reformulation of steering problems for dynamical systems as
kinematic inversion problems. However, kinematic decoupling
is applicable only to systems with symmetries satisfying certain
additional conditions, and requires the system to stop each time
motion along a different vector field is desired. Our approach
does not suffer from these limitations.

B. Maneuver Automata and Other Languages for Motion
Description

Some remarks about the relationship of the language defined
in this section to similar efforts in the literature are appropriate
at this point. Languages defined via Maneuver Automata can
be seen as a subset of motion-description languages and exten-
sions, such as MDLe, as defined in [8] and [9]. The elementary
component of MDLe is an atom, composed of a control law, a set
of Boolean triggers acting on sensory information, and a timer.
Both the triggers and the timer govern transition between atoms.
Since we focus on controllability analysis and feasible trajec-
tory generation, as opposed to reactive behavior under external
stimuli, we do not model the Boolean triggers. Each primitive
in a motion plan can be seen as a triggerless atom, i.e., a control
law, initiated at some specified initial conditions, together with
a timer. If the motion primitive is a maneuver, the timer is set to
its duration; if it is a trim primitive, the timer is set to the corre-
sponding coasting time.

The additional structure provided by choosing the symbols
in the language as equivalence classes under group actions, and
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further restricting the choice of symbols to well-defined ma-
neuvers, makes it possible to explicitly take symmetries into
account, and exploit them to simplify the representation and
computation of trajectories. For example, in our language, it is
possible to write down explicitly the final state after the exe-
cution plan (8); in general, this is not possible for an arbitrary
motion-description language, without resorting to numerical in-
tegration of (1).

Maneuver Automata can be seen as a generalization of other
motion-planning techniques, respectively based on control
quanta and motion graphs. Control quanta were originally con-
ceived as a motion-planning method for driftless systems with
symmetries [5]. Each control quantum is a finite-time open-loop
control law; at the end of the execution of a control quantum,
the control input is set to zero, hence bringing the system to
a stop. In our language, each control quantum is a maneuver,
starting and ending at an equilibrium, i.e., a zero-velocity trim
primitive. Maneuvers, according to our definition, differ from
control quanta in the sense that they are not constrained to start
and end at zero-velocity conditions. As a consequence, the MA
formalism allows us to deal in a natural way with systems with
drift, and allows the system to flow along nontrivial vector
fields, with important consequences on reachability properties.

Motion graphs were introduced to build complex anima-
tions of computer-generated characters from motion-capture
sequences [12]. Given a finite number of motion primitives, a
motion graph can be constructed by representing rules for their
sequential combination as a directed graph. Motion primitives
are constructed from motion-capture sequences by identifying
frames at which different segments can be joined. (In computer
animation, one is not constrained by the continuity of the state
and control trajectories, as long as the viewer does not perceive
the discontinuities; hence, the conditions for concatenation
are relaxed.) In essence, motion graphs are constructed as
Maneuver Automata, using general motion primitives, instead
of maneuvers. (In other words, without imposing the constraint
that motion primitives start and end at common trim primitives.)

The key advantage of Maneuver Automata is that our formu-
lation adds the ability to handle flows along nontrivial left-in-
variant vector fields to both the control quanta and motion graph
concepts. The main implications of this added capability are ad-
dressed in the following sections.

V. CONTROLLABILITY OF MANEUVER AUTOMATA

Our approach to the solution of motion-planning problems
can be summarized as the following. Instead of looking for a
control input in an infinite-dimensional set (e.g., piecewise-con-
tinuous functions), we limit our search to motion plans defined
on the regular language L(MA). By limiting our search to plans
composed of a finite number of primitives and coasting times,
we reformulate a differential problem, such as the steering
problem, as a finite-dimensional algebraic problem.

On the other hand, these computational advantages come at
the cost of reducing the set of achievable trajectories for S. The
main issue at this point is the choice of the finite set of primi-
tives to include in the maneuver library 3. A key requirement on
3., and on the resulting MA, is the preservation of reachability
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properties of the original system S. Since we limit the initial and
final conditions to be trim primitives, the reachable set from any
initial state cannot include the entirety of the set X'. On the other
hand, the MA language has enough expressive power to make
it possible, under certain conditions to be derived, to encode in
this language a motion plan to reach any point in the orbit of z,
q € F under the action of G.

We say that an automaton MA is controllable (uniformly on
o and F)) if, for any initial condition z(0) = ¥(go, 4, (0)), any
final trim primitive ¢ € F', and any compact set H C G, there
exists a time 7" which is an upper bound on the time necessary
to reach a desired target xy = VW(gf, 2,4(0)), with gr € H.
Because of the invariance to actions of G, controllability is a
global property.

We define a fixed-point motion plan as a pair pg = (wo, 7o),
where wg is a word describing a closed path on the MA, and
Tp is chosen in such a way that z(|po|) = z(0), i.e., the group
displacement caused by the motion plan pg is equal to the iden-
tity gp, = e. We want to analyze what happens if a fixed-point
motion plan is perturbed by adding a vector 67 to the nominal
coasting times 7. In other words, we are interested in studying
the map A,, : R¥*1 — G, 67 — g(uy,mo+67). (Obviously,
A,,(0) = e, by definition of fixed-point motion plan.) Given
a scalar § < ||7g||co, define the set R, (0) = {g € G :
6T, (|67 < 0,Ap,(67) = g}, i.e., the set of points which
can be reached within time |po| + 6, by perturbing the coasting
times 7.

Theorem 5.1 (MA Controllability): An MA is controllable,
uniformly on g¢ and F, if and only if:

(1) forany ayg, a¢ € @, and for any pair G;, G; of connected
components of G, there is a maneuver sequence w €
L(MA(Q, X, 6, a0, {s})) such that g;9., € G; Vg; €
G;. In other words, the directed graph representing the
MA is strongly connected, and the symmetry group G
can be connected through the action of maneuvers;

(2) there exists a finite-time, fixed-point motion plan pg =
(wo, 7o), with ||79]|sc > 0, such that

e €int Ry, (6) V8> 0. (10)

Proof: Necessity: The necessity of the first condition is
a direct consequence of the definition of controllability; if it
were not satisfied, no path would exist between initial and final
conditions for some choice of trim primitives, and in arbitrary
connected components of G. The necessity of the existence of
a fixed-point maneuver sequence is proven by contradiction,
by breaking the problem into two steps, i.e., proving the ne-
cessity of fixed-point motion plans, and then the necessity of
(10). Assume that the system is controllable, but there are no
fixed-point motion plans. Since the system is controllable, it is
possible to find a motion plan p; to steer it from 2o = z(0) to
z1 = V4 (z4,) in finite time, for any g € H. After the first step
is done, it is possible to find another motion plan ps to steer it
from x; to x, again in finite time. The composition of the ma-
neuver sequences ¥; and Uy is a fixed-point maneuver, which
contradicts the assumption.
The next point is proving that there must exist a single,
finite-time, fixed-point motion plan (&, 7) such that the cor-
responding reachable set under coasting-time perturbations
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satisfies (10). Again, we will proceed by contradiction. Assume
that the system is controllable, but that there is no fixed-point
sequence with a reachable set with a nonempty interior. Con-
sider a compact set H C G with a nonempty interior. Since the
system is controllable, it will be possible to find a finite time 7'
such that any point in H will be reachable through at least one
motion plan p; of duration 77 < T'. Because of controllability,
for any motion plan p;, it will be possible to find a second
motion plan po such that the sequential combination of the two
results into a fixed-point plan. Since we assumed that there is
no fixed-point sequence with a reachable set with a nonempty
interior, and any motion plan maps open sets into open sets,
we must conclude that the reachable set of any motion plan p;
has an empty interior. The number of all the possible maneuver
sequences w which result in a total sequence duration smaller
that T is finite, since each maneuver has a finite time duration,
and the number of maneuvers is finite. This, however, results
in a contradiction, since it is not possible to cover H (a set with
a nonempty interior) with a finite number of sets with empty
interiors.

Sufficiency: Assume that there is a fixed-point motion plan
Do, satisfying (10). Because of the first condition in the theorem,
it is possible to find a motion plan p; that takes the system from
the initial trim primitive «; to a trim primitive ag, compatible
with one of the maneuvers in wg; the motion plan will result in a
group displacement g,,, . Similarly, it is possible to find a motion
plan po that takes the system from the trim primitive « to the
final trim primitive c;; such a motion plan results in a group
displacement g, .

The problem of finding a finite motion plan to steer the
system from the initial and final conditions is reduced to finding
a motion plan steering the system from U(g,,,%q,(0)) to
W(g;.' %oy (0)). Because of the first condition in the theorem,
it is always possible to construct p; and ps in such a way
that h1 = gogp, and ha = gfg,, ! are in the same connected
component of G. Consider a continuous curve 7 : [0,1] — G,
such that 7(0) = e and (1) = hj 'hy. The second condition,
together with invariance with respect to time and to actions of
G, ensures that it is always possible to find e > 0 in such a
way that 7(t) “1n(t + ) € Rp,(||70]|s0), forall t € [0,1 — &].
In other words, it is possible to move along the curve n by at
least e through a motion plan of the form (wg, 79 + 67); as a
consequence, with at most 1/e steps, one can reach the target
point exactly. The total duration of a motion plan to reach a set
with an open interior containing the target point can thus be
bounded by 7' < |p1| + |p2| + 1/e(|po| + ||70]|1)- Since any
compact set H C G can be covered by a finite number of sets
built as detailed above, it is possible to find a finite bound on
the time to reach any point in H. ]

Given a fixed-point motion plan py = (wp, 7o), We are in-
terested in computational tests to ensure that the corresponding
reachable set has a nonempty interior. In the limit ||67] — 0,
the composition of flows along the vector fields identified by the
vectors 7g,;, defined by

N(w)

H 9r; €XP (Eaj To,j) »10,i

i=1

&a, = Ad an
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is equivalent to the flow along a linear combination
of the same vectors. In other words, as ||67] — O,
Ay (67) = Tl exp(noiémi) ~ exp(d_,;m0,:07;). Clearly,
the set R, (#) has a nonempty interior if the distribution

E=1{n0,1,M02+--:M0,N+1}

spans the Lie algebra g. Even in the case in which py does
not satisfy this condition, it could do so if repeated a suffi-
ciently large number of times. Indicate the motion plan obtained
through sequential combination of L copies of pg as p{'. A suffi-
cient condition for controllability of an MA is then the following
version of the Lie algebra rank condition [17].

Theorem 5.2: The reachable set R, (#) has a nonempty in-
terior for all > 0 and some L € N, if ||79]| > 0 and the
involutive closure =, under the Lie bracket operation, of the set
= has the same dimension as the Lie algebra g.

Proof: The system g[i+ 1] = g[i]A,, (67), with g[0] = e,
is an invertible, locally (in the “controls” §7) analytic nonlinear
discrete-time system. The result follows from the application of
[18, Th. 3 and 9]. [ |

Note that this is a nontrivial result, because the Lie algebra
rank condition cannot be applied directly to the vector fields &,
since only nonnegative flows are allowed along them.

The above theorems show that the addition of trim primi-
tives, i.e., the ability to move along left-invariant vector fields
on G, provides the “slackness” necessary to achieve a contin-
uous reachable set using a finite number of motion primitives.
The case in which there is no such capability has been analyzed
in [14], where it is shown that the reachable set has the structure
of a lattice, which can be either dense everywhere, or nowhere.
A continuous reachable set results in bounded times to reach ex-
actly any point in a compact set in G; whereas in the case of a
discrete reachable set, it is not possible to bound the time needed
to get arbitrarily close to some elements of G.

Controllability of an MA implies neither small-time nor
local controllability of the underlying dynamical system S, but
it does imply a form of configuration controllability, where
the configuration is restricted to group variables. Conversely,
local controllability implies that it is possible to define a set
of maneuvers rich enough to yield a controllable MA. The
proof of the controllability theorem implies the knowledge
of a fixed-point motion plan; simple rules for constructing
such motion plans for arbitrary systems, invariant to actions
of SE(2) (e.g., car-like robots) and of SE(2) x (R, +) (e.g.,
aircraft) are given in [19], and are not reported here due to
space limitations. See Section VII for an example.

VI. MANEUVER-BASED MOTION PLANNING

Given a fixed-point motion plan pg, the proof of Theorem
5.1 provides a procedure to construct a motion plan satisfying
the boundary conditions and the envelope constraints discussed
in Section II. However, such a motion plan will be, in gen-
eral, very inefficient; the objective of this section is to present
a method to compute motion plans that minimize a cost of the
form (3). Using Maneuver Automata, it is possible to approx-
imate solutions to a class of infinite-dimensional differential
problems solving finite-dimensional algebraic problems. On the
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other hand, restricting trajectories to combinations of a finite
number of motion primitives results in the addition of additional
constraints: hence, the solutions computed according to the pro-
posed method will not, in general, be optimal. The relationship
between initial and final condition in a motion plan (w, 7) is en-
coded by (8). Moreover, any motion plan resulting from the con-
catenation of feasible motion primitives satisfies the operational
envelope constraints, see Remark 3.1. It remains to specify the
cost of a motion plan.

Proposition 6.1: The cost (3) of a motion plan p = (w,T)
can be written as

N
J(@p, up) = Jva(p Z (L' + Ya:Ti) + Yan i1 TN+1
i=1

(12)
where ['; is the cost of the motion primitive 7, and 7, represents
the cost per unit time of the trim primitive «, i.e., the cost of
a(l).

Proof: Split the motion plan p into two parts, such that
p = p1p2. Since the cost (3) is additive and time-invariant

J($P7up) =J (xpnupl) + J(xpmupz)

|P1 |
z/ﬂwwwﬂwt
0
|Pg|

+/7%NMMWM

Similarly, it is possible to split the cost of a motion plan p into
the sum of the costs of each individual motion primitive.

As noted in Remark 3.2, the cost of a motion primitive is a
primitive-specific constant, i.e., it does not depend on the time
or state at which the primitive is initiated. Furthermore, the cost
of a trim primitive depends linearly on its duration

I
\
2
—~~
8
R
=
~—
IS
R
~—
U
~

Hence, (12) corresponds to the breakdown of the cost of a
motion plan into the sum of the primitives from which it is
constructed. [ |

Remark 6.2: The cost of a motion plan p = (w, 7) is affine
in the coasting times 7.

IEEE TRANSACTIONS ON ROBOTICS, VOL. 21, NO. 6, DECEMBER 2005

Given a library of motion primitives defining a language MA,
the most efficient motion plan solving a steering problem can be
found by solving the following nonlinear program:

(w*,7%) = arg (mln) Jyia(w, )

N(w)+1
s.t.: gy H exp(nit;) = g5 ' 9y
i=1
w € L(MA)
>0 Vi=1,..., Nw)+1 (13)

Before proceeding further, we must first ensure that an op-
timal solution to (13) does indeed exist.

Theorem 6.3: 1f the MA is controllable, then there exists a
solution of the optimal control problem (13). The optimal mo-
tion plan will have finite length and finite cost.

Proof: Since the MA is controllable, there exists a finite-
length motion plan p = (@, 7) which satisfies the boundary con-
ditions, with finite cost. Since the cost of any nonempty motion
planis at least e = 3161121 I'; > 0, there is a finite number of ma-

neuver sequences in L(MA), encoding motion plans with a cost
possibly smaller than Jya (@, 7), e.g., the set of all maneuver
sequences of length bounded by Jya () /e. For each of these
maneuver sequences, i.e., for a fixed w, program (13), with the
additional constraint Jyra (p) < Jaa (D), is a smooth optimiza-
tion problem over a compact domain. Such a problem will either
have an (attained) optimal solution, or be unfeasible. Hence, in
addition to the solution candidate w obtained from the controlla-
bility theorem, there will be a finite number of other candidates
for an optimal solution. The candidates with the smallest cost
are optimal solutions to (13). The optimal solution is not neces-
sarily unique. |

The optimization problem posed in (13) is, in general, non-
convex and difficult to solve; however, since it is a finite-dimen-
sional problem, its solution is, in general, easier than the solu-
tion of its differential counterpart. The structure of the group
G, and of the trim primitives included in the set of Automaton
states (0o, can induce further simplifications. For example, we
can state the following.

Proposition 6.4: Consider an MA MA(X, @, 6, qo, F'), such
thatthe set Qo = Q\{O} issuch that{, € se(2) foralla € Q.
Under these assumptions, the program (13), fixed as maneuver
sequence w, is a polynomial program in the coasting times 7.

Proposition 6.5: Consider an MA MA(X, Q, 6, qo, F'), such
that the set Qo = @ \ {0} is such that ¢, € R™ forall « € Q.
Under these assumptions, the program (13), fixed as maneuver
sequence w, is a linear program in the coasting times 7.

The structure of (13) lends itself to a hierarchical decomposi-
tion of the search for the optimal motion plan into a combinato-
rial problem, i.e., the choice of the optimal maneuver sequence
w*, and a smooth, generally nonconvex optimization problem,
i.e., the determination of the optimal coasting times 7%, given
the optimal maneuver sequence w*.

In other words, w* = arg min,ecrna) 7" (w); for fixed w,
the optimal coasting times 7*(w) can be computed solving a
kinematics inversion problem, a well-studied problem for the
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solution of which efficient numerical and symbolic tools are
available [15], [20]. Since w* is a finite string, the search process
will stop in a finite number of steps.

The computational efficiency of the algorithm can be vastly
improved by branch-and-bound and pruning techniques. More-
over, in some cases, it is possible to partition G in such a way
that an explicit solution for the optimal maneuver sequence is
available [21].

VII. MOTION PLANNING FOR A SMALL HELICOPTER

In this section, we illustrate the application of the proposed
motion-planning methodology to a realistic model of an X-Cell
60 SE (manufactured by Miniature Aircraft USA, Orlando, FL)
small-size helicopter. The helicopter under consideration has
been instrumented at the Massachusetts Institute of Technology
[22]. The helicopter is equipped with an on-board CPU and a
full avionics suite, including solid-state angular rate sensors and
accelerometers, GPS unit, compass, and air data system. The
helicopter dynamics have been modeled using a combination of
first-principle modeling and system identification, as described
in [22]. The result is a nonlinear simulation that is accurate up to
a forward velocity of about 20 m/s. The simulation includes sev-
eral environmental disturbances and sources of errors, including
wind, realistic sensor models including noise, biases, and la-
tency, together with the actual navigation filter and control laws
used in the helicopter. The simulation has been successfully val-
idated against flight test data, even during challenging aerobatic
maneuvers [22].

The state of the helicopter is described by

T = (R7p7w7/l}7 a?l[37w7‘)

where R € SO(3) is a rotation matrix representing the attitude
of the helicopter, p € R? is the position of the center of mass,
and w € R and v € R® are, respectively, the angular and
linear velocities in body axes. The scalars « and 3 represent
the so-called rotor flapping angles in the longitudinal and lateral
directions, respectively; in other words, under the assumption
that the rotor blades move in a plane, «« measures the component
of the unit normal to the rotor disc along the longitudinal body
axis, and (3 measures the component along the transversal body
axis. Finally, the scalar w,- represents the angular velocity of the
main rotor shaft.

On board the helicopter, a rotor speed governor automatically
regulates the engine throttle to maintain the rotor speed w,. at
a nominal value of 1600 rpm. The available control inputs are
described by

u = (6(1; 697 6(’7 57)

where 6, and 6. are the so-called cyclic commands in the lat-
eral and longitudinal directions, respectively; the effect of the
cyclic commands is to modulate the pitch of the rotor blades
during a revolution, with the effect of changing the flapping an-
gles, and ultimately affecting mainly the moments acting on
the helicopter in the roll and pitch directions. The collective
command 6. determines the average pitch of the main rotor
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blades, and hence, the total thrust produced by the rotor. Sim-
ilarly, the “rudder” command 6, determines the pitch of the
tail rotor blades, and hence, the yawing moment generated by
the tail rotor. The magnitude of each component of the control
input is bounded as §,, 6. € [—0.096,0.096], 6. € [0.05,0.2],
6 € [-0.05,0.25].

The dynamics of the helicopter are described by equations of
the following form:

p =R,

R=Ri

V= —wxv+RTG+ folw,v,a,B,w,, b, 6,)
w=—J Ywx Jw)+ fu(w,v,a,B,w, b, b)
& = fa(w, 0,0, B, w6, 62)

B = fa(w,v, 0, B,wr, b4, be)

Wy fr(wvvvwhécvfsr)

where g is the gravity acceleration vector, .J is the inertia tensor
of the helicopter about its center of mass, and w is the unique
3x 3 skew-symmetric matrix such that ou = w x w for all u €
R3.

A detailed discussion of the dynamics of the helicopter is out
of the scope of this paper, and can be found in the referenced
sources. It will suffice, for our purposes, to discuss its invari-
ance properties. The external forces and moments acting on the
helicopter are gravity, and aerodynamic forces on the fuselage
and the rotors. Assuming that the atmosphere is an isotropic and
homogeneous medium, i.e., that there is no wind, and that the
air density is constant with altitude, the aerodynamic forces, ex-
pressed in body axes, do not depend on the attitude or on the po-
sition of the helicopter. In other words, aerodynamic forces are
invariant with respect to actions of the group of rigid body mo-
tions in space S F(3). On the other hand, gravity acts along the
local vertical, thus breaking this symmetry. Assuming a constant
gravitational field, the gravitational forces are invariant with re-
spect to translation and rotations about a vertical axis, i.e., to
actions of the group G =2 SFE(2) x R = R? x S*. We can iden-
tify G with the space of 4 x4 matrices of the form

cos® —siny 0 p,
oy _ | singp cosyp 0 p, | _ [R:() p
R 0 1 p. |7 0o 1
0 0 0 1

where R (1)) € SO(3) represents a rotation of an angle 1) about
the z axis, and p € R3 is a translation. The action of G on the
state x is defined as

U (g(Ap, AY), (R, p,w,v, . B, wr))
= (R.(AY)R, R.(AY)p + Ap,w, v, a, B, w,.) .

Steady-state trajectories (trim primitives) correspond to arcs
of helices with a vertical axis (including degenerate ones, such
as straight lines and horizontal circles), flown at constant speed,
constant pitch and roll angles, and constant control settings.
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A. Design of a Library of Motion Primitives

The first step in the application of our methodology to mo-
tion planning for the helicopter requires the design of a library
of motion primitives. This process can be carried out in sev-
eral ways, for example, through model-based optimal control
design, through the analysis of human-piloted flight data, or
through the use of simple on-board controllers. The latter ap-
proach is taken here.

For the sake of clarity, we will consider a very small library
of motion primitives, containing only four trim primitives,
and seven maneuvers; in practical application, the choice of
the number of motion primitives to include in the library is a
matter of tradeoff between achievable performance and plan-
ning completeness and computational complexity; a typical
library can contain hundreds of primitives. The planner in [13]
used 625 primitives, while maintaining real-time computation
capabilities.

1) Invariant Tracking Controller: An invariant tracking
controller for small helicopters was introduced in [23]; this
controller was implemented in the simulation environment and
used both to generate motion primitives in the offline design
phase, and to provide stable tracking of the nominal motion
plan during actual flight, in the presence of uncertainties in the
system’s dynamics and disturbances in the environment. (An
invariant tracking controller has the property that open-loop
symmetries are preserved under feedback [24]; this is a key
requirement for a tracking controller to be compatible with the
approach presented in the paper.)

The controller provides, in principle, bounded tracking for the
simple model of helicopter dynamics considered in [23]; how-
ever, bounds on the tracking error are not available for the real-
istic simulation model used in this example. In particular, it is
not known a priori what is the class of reference trajectories that
can be tracked to within a certain error bound. Hence, while it is
possible, in principle, to steer the helicopter using the tracking
controller alone, no guarantees would be available on the safety
and on the quality of the resulting closed-loop trajectories. In
particular, it would not be possible, in this case, to predict the
configuration of the helicopter during its motion, e.g., in order
to ensure collision avoidance, without resorting to simulation.
Finally, note that the controller in [23] is not designed to mini-
mize a physically meaningful cost.

On the other hand, embedding the helicopter’s closed-loop
behavior in the formal language discussed in Section IV makes
it possible to generate trajectories that can be safely tracked,
within error bounds computable a priori, and provides a mea-
sure of optimality with respect to a meaningful cost.

2) Trim Primitives: It is convenient to start by choosing a
number of trim primitives of interest. Given the structure of the
closed-loop control available on the helicopter, the generation
of trim trajectories is trivial, and does not require any detailed
knowledge of the actual equations of motion of the helicopter.
(This statement is typically true in the vast majority of appli-
cations; most control-design methods address the problem of
regulating a system around some steady-state condition.) The
tracking controller itself is able to find the appropriate values of
the state variables and control inputs required for trimming the
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TABLE 1
TRIM PRIMITIVE LIBRARY (PARTIAL)

ID v [m/s] Y] | o[°] 6[°]| 6r de

a (0,0,0) 0 487  -0.06 [ 0.075 0.089
B (15,0,0) 0 4.18 -8.65 | 0.064 0.082
v (149, -1.43,0) -30 -364  -5.10 | 0.066 0.094
6 (14.95, 0.83, 0) 30 434  -6.71 | 0.08 0.093

helicopter at a desired altitude, velocity, sideslip, and turn rate.
During the design process, only trim primitives that satisfy the
flight envelope constraints are maintained and included in the
library.

For the purpose of this example, four different trim primi-
tives are chosen, namely: hover; forward level flight at 15 m/s;
steady turn to the left, by 30°/s at 15 m/s flight speed; and a sim-
ilar steady turn to the right. Simulation experiments provided a
library of trim trajectory data, part of which is shown in Table I.
In the table, we report the entries of the Lie algebra elements

0 —1/)

) 0 v,

Y 00 vy
5(1}71/))_ 0 0 0 v,
0O 0 0 O

describing trim primitives, as well as the roll and pitch angles
(resp., ¢ and ), and rudder and collective inputs needed to
maintain it.

3) Maneuvers: Similar considerations can be made for ma-
neuvers; however, more design choices are available for these
motion primitives. In this example, we will design a number
of simple maneuvers, which entail the direct transition between
two different trim primitives; moreover, we will give an example
of an aerobatic maneuver.

Simple transitions between different trim primitives can be
generated by commanding a transition, over a time 7', in the
velocity of the reference trajectory. The closed-loop behavior
of the helicopter will provide a feasible trajectory achieving the
desired velocity change. The choice of the time 7" determines
the “aggressiveness” of the maneuver, and is tuned to achieve a
fast response, without violating flight-envelope constraints.

Strictly speaking, since the tracking controller only provides
asymptotic tracking, this procedure does not provide a valid
maneuver, since maneuvers are defined as finite-time transi-
tions between trim primitives. However, the maneuver can be
truncated when the system settles at the desired trim primitives
within a certain tolerance. Two examples of such maneuvers,
i.e., the transition from hover to forward flight at 15 m/s, and
from forward flight to turning flight, are provided in Figs. 2 and
3. Partial state and control trajectories during the execution of
a motion plan are reported in Figs. 4 and 5. The invariance of
the system with respect to time and group actions are evident in
these figures; minor deviations and the high-frequency “noise”
are due to environmental disturbances (e.g., irregularities in the
engine power output) and numerical issues.

The MA language presented in this paper also allows us to
include aerobatic maneuvers in the library of motion primitives.
In this example, we will consider a maneuver called “ag turn,”
similar to the aerobatic figure known as “hammerhead,” which
allows the helicopter to quickly reverse the direction of flight,
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Fig. 2. Maneuver example. Transition from hover to forward flight at 15 m/s (top). The helicopter is shown at intervals of 0.25 s.
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Fig. 3.
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Fig. 4. Roll and pitch angle history during the execution of the motion plan
po = (efef,[1,2,1,2,0]). The shaded bands identify maneuver execution
times (the maneuver id is reported at the bottom left of each band).

in a very tight space, and with minor changes in velocity and
altitude before and after the maneuver. (The name of this ma-
neuver stands for “agricultural turn;” such a maneuver is used
by crop-dusting pilots to optimize the flight path.)

As illustrated in Fig. 6, this maneuver is initiated with a
pull-up, trading airspeed for altitude. At the apex of the trajec-
tory, when the velocity is reduced to almost zero, a yaw rotation
is performed, reversing the heading of the helicopter. A dive
then ensues, ending at approximately the original altitude and
velocity, but with opposite heading; this is achieved in about 5
s, starting from forward flight conditions at 15 m/s (i.e., from
the trim primitive 3). A 2-s altitude recovery phase follows,
during which the helicopter climbs back to the altitude it had

North [m]

Maneuver example. Transition from forward flight at 15 m/s to steady turning flight to the left, at a turning rate of 30°/s and a velocity of 15 m/s.

0.08}

Control inputs

e

S
Q
o ————

| ; :
0 2 4 6 8 10 12 14 16 18 20

Time [s]

Fig. 5. Control input history during the execution of the motion plan po =
(efef,[1,2,1,2,0]).

|

before the turn. (According to the simulation, the vehicle loses
3 m of altitude in the course of the ag turn maneuver.)
According to the above discussion, maneuvers are designed
to construct a strongly connected graph, as depicted in Fig. 7.
For each of these maneuvers, information on the time duration
and the group displacement are presented in Table II. (In addi-
tion, the full state and control trajectories defining a prototype
of such a primitive are stored in the motion primitive library.)

B. Motion Planning

1) Controllability Check: Before proceeding with examples
of motion-planning problems, we need to ensure that the col-
lection of motion primitives defined in the preceding section is
indeed sufficient for controllability. (All primitives are designed
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Altitude [m]

Time [s/10] North [m]

Fig. 6. Profile of the “ag turn” maneuver referenced in the text, and included
in the MA in the example. For the sake of clarity, one of the axes in the figure
represents time; the entirety of the maneuver is executed within 1 m in the
east—west direction. The helicopter is shown at 0.25-s intervals along its flight
path.

Steady left turn

"ag turn"
maneuver

Steady right turn
Fig. 7. MA discussed in the example.
TABLE 11
MANEUVER LIBRARY (PARTIAL)

ID Pred Succ Duration [s] Ap AyY°]
a a B 7.5 (67.5, 0, 0) 0

b B a 5 (22.5,00) 0

c B 07 45 (31.5, -41.7.0, 0)  -120.0
d 0% B 2 (28.9, -6.6, 0) -15.0
e B é 4 (34.2, 349, 0) 105.0
f é B 25 (36.1, 8.6, 0) 15.0

g B B 7.1 (-43.5, 0, 0) 180

with no net altitude change; hence, we will restrict ourselves to
motion-planning problems on the plane, even though the dy-
namics of the helicopter are fully 3-D, and altitude changes
occur during the execution of maneuvers.) First of all, the di-
graph in Fig. 7 is strongly connected, and the group of rigid
motions on the plane is connected. Consider the motion plan
po = (efef,[1,2,1,2,0]). From the data reported in Tables I
and II, it can be verified that

Ipo = €xP(€8)ge exp(2£s) gz exp(p)ge exp(26s)gs = €

i.e., that pg is a fixed-point motion plan. Furthermore, the vec-
tors 1o ;, defined in (11), span the subalgebra se(2) C se(3).
Hence, from Theorem 5.1, we can conclude that our collection
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f

240

220

North [m]

200

180

160 Lo | N
-60 -40 -20 0 20
East [m]

Fig. 8. Trajectory flown during the execution of the motion plan
p = (efefefef,[1,2,1,2,1 4+ 1,2 + 1,1,2,0]). The fixed-point motion
plan po mentioned in the text is contained in p. The dashed line shows the
composition of unit flows along 19,1 and 7 2.

of primitives is indeed sufficient to steer the system to any con-
figuration at the same altitude as the initial conditions.

In order to gain some intuition on how to control the config-
uration of the helicopter using perturbations on the fixed-point
motion plan py, in Fig. 8, we report the northeast trajectory cor-
responding to pg (dark curve), followed by a motion plan equal
to (wo, 70 + (1,1,0,0,0)). The final group displacement can be
computed as

V3 1

¥ -1 309
gy =expmoiexpma = | 1 B _75

0 0 1

The flow along these vector fields is also shown in Fig. 8.

2) Feasible Motion Plan Computation: The same fixed-
point motion plan we used to check controllability can be
used to compute a feasible motion plan between two arbitrary
configurations of the form ¥(g,z,(0)), with g € SE(2), and
g € @\ {{O}. This is due to the fact that the composition of
positive flows along the left-invariant vector fields identified by
70.: spans the whole group SE(2).

For example, consider the following steering problem. Steer
the helicopter from the initial state xo = 3(0) (northward flight
at the origin) to the target state zy = ¥(gs, 24 (0)), with

VI
2 2

gr= |- 2 100
0o 0 1

i.e., forward flight with a —45° (northwest) heading, at position
(0,—100).

A feasible motion plan can be found if there exist nonnegative
coasting times 7; that solve the following equation:

5

95 = 9e9:9e9: | [ exp(mim)
i=1
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North [m]

East [m]

Fig. 9. Feasible motion plan for the example problem, constructed from the
fixed-point motion plan used to prove controllability.

that is
5 cos (%) —sin (%) 103.2
[Texp(mimi) = | sin (&) cos(Z) 1175
i=1 0 0 1

The above underdetermined equation, involving linear and
trigonometric functions of the coasting times 7;, can be written
as a polynomial equation through the identities sinf =
2t/(1 + t2), cosf = (1 —t2)/(1 + t2), with t = tan(0/2).
A solution is found as preas = (efef,[4.1,2.3,6.6,0.23,6.3]);
the corresponding trajectory is shown in Fig. 9.

3) Optimal Motion-Plan Computation: The total time
needed to execute the motion plan pr.,s is equal to 32.5 s. It is
now desired to minimize the total time to steer the helicopter
between the two specified configurations.

In order to do this, we need to consider all maneuver se-
quences w € L(MA), where the initial state of the automaton
MA is qo = (3, and the set of accepting states is F = {3}, such
that |w| < |pfeas|- For each of these maneuver sequences, we
need to solve the optimization problem (13).

While the number of such maneuver sequences is, in prin-
ciple, large, bounding and constraint satisfaction arguments re-
sult in a substantial pruning of the decision tree describing all
feasible maneuver sequences. For example, one can immedi-
ately conclude that optimal maneuver sequences will not in-
clude any substring of the form (ab); the trim primitive 3 exe-
cuted for 6 s results in the same group displacement, and has the
same pre- and postconditions, with a lower cost. Maneuver se-
quences must include at least one substring of the form (cd) or
(ef) in order to set the final heading angle to the desired value.

The maneuver sequences cd and ef do not solve the steering
problem, as program (13) is infeasible in these cases. Using the
maneuver sequence cdef, (13) yields the motion plan ps =
(cdef, [3.36,2.37,0.56,1.37,0]), with a cost of 20.68 s. The
cost of p3 can now be used as an upper bound on the cost of
candidate optimal maneuver sequences, instead of |pfeas|. The
corresponding trajectory is shown in Fig. 10. The optimal ma-
neuver-based motion plan is eventually found to be popc =
(gef,[1.72,0.55,0.5,2.96]), with a cost |popt| = 19.31 s. As
evident from the optimal maneuver sequence, this motion plan
includes the “ag turn” maneuver; Fig. 11 shows the trajectory
flown by the helicopter.
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Fig. 10. Improved motion plan for the example problem.
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Fig. 11. Optimal motion plan for the example problem.

We remind the reader that “optimality” here must be under-
stood under the constraints of the available motion primitives,
i.e., this motion plan is not optimal when the continuous dy-
namics of the helicopter are considered. On the other hand, the
computation of this motion plan, making optimal use of pre-
computed primitives, took about half a second on a 867 MHz
PowerPC G4, running Mac OS X. We remark that a hard bound
can be given for the computation time for obtaining a feasible
motion plan; this is particularly important for real-time appli-
cations. In our case, a feasible motion plan can be obtained in
about three-hundredths of a second.

Finally, to our knowledge, our motion-planning methodology
is unique in its ability to include “aggressive” or acrobatic ma-
neuvers in a motion plan, as shown in the example. (The solution
of the full optimal control could also include such maneuvers,
but at a prohibitive computational cost.)

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, we introduced a formal language for motion
description, and computationally efficient algorithms for com-
puting solutions to a certain class of motion-planning problems.
The proposed approach is applicable to a large class of non-
linear systems with symmetries, including mobile robots and
autonomous vehicles.

The key advantages of the proposed approach are two-fold:
all motion plans generated according to the rules of the lan-
guage are implicitly feasible with respect to the dynamics of
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the system; and safe with respect to the operational-envelope
constraint. Furthermore, the map relating the initial and final
configurations of the system has the same structure of a forward
kinematic map, even for systems with complex dynamics. As a
consequence, tools developed for motion planning of kinematic
systems can be brought to bear onto problems involving dynam-
ical systems, without resorting to approximations or simplifica-
tions. Exploiting symmetries, one can extend the “local” knowl-
edge of a set of feasible trajectories, and possibly of locally sta-
bilizing control laws, to achieve global goals. As shown in the
example, the method can be successfully applied to very compli-
cated, realistic models of challenging dynamical systems, such
as small aerobatic helicopters.

Future work will include a more detailed treatment of the
robustness issues associated with the application of the pro-
posed framework to systems characterized by uncertainty in the
dynamics and environmental disturbances. As long as the un-
certainties and disturbances can be modeled as being invariant
under the action of the group G, most of the properties of Ma-
neuver Automata and of the corresponding languages are indeed
preserved.

Another direction of future work includes the analysis of the
suboptimality gap induced by reducing feasible trajectories to
the sequential combination of motion primitives. This will lead
to an accurate tradeoff between the complexity of the MA lan-
guage, and consequently, of the algorithms defined on it, and the
achievable performance. For example, it is of interest to quantify
the maximum penalty which must be accepted, given a certain
set of motion primitives. Conversely, it is of interest to determine
the optimal (e.g., minimal) choice of motion primitives which
guarantee a certain optimality gap.
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