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Abstract—A set of $N$ independent Gaussian linear time-invariant systems is observed by $M$ sensors whose task is to provide a steady-state causal estimate minimizing the mean-square error on the system states, subject to additional measurement costs. The sensors can switch between systems instantly, and there are additional resource constraints, for example on the number of sensors that can observe a given system simultaneously. We first derive a tractable relaxation of the problem, which provides a bound on the achievable performance. This bound can be computed by solving a convex program involving linear matrix inequalities, and moreover this program can be decomposed into coupled smaller dimensional problems. In the scalar case with identical sensors, we give an analytical expression of an index policy proposed in a more general context by Whittle. In the general case, we develop open-loop periodic switching policies whose performance matches the bound arbitrarily closely.

Index Terms—Kalman filtering, periodic control, switched systems.

I. INTRODUCTION

Advances in sensor networks, networked control systems, and the development of unmanned vehicle systems for intelligence, reconnaissance and surveillance missions require the development of resource allocation algorithms to manage the measurements originating from a large number of sensors observing a large number of targets, see e.g. [1]–[4]. These problems have a long history [5], and include static sensor scheduling problems as well as trajectory optimization scenarios for mobile sensors [4], [6]. In this paper, we consider $M$ sensors tracking the state of $N$ sites or targets in continuous time. The targets can be described by $N$ plants with independent linear time-invariant dynamics

$$\dot{x}_i = A_i x_i + B_i u_i + w_i, \quad x_i(0) = x_{i,0}, \quad i = 1, \ldots, N.$$  

We assume that the plant controls $u_i(t)$ are deterministic and known for $t \geq 0$. Each driving noise $w_i(t)$ is a stationary white Gaussian noise process with zero mean and known power spectral density matrix $W_i$, i.e., $\text{Cov}(w_i(t), w_i(t')) = W_i \delta(t - t'), \forall t, t'$. The initial conditions are random variables with known mean $\pi_{i,0}$ and covariance matrices $\Sigma_{i,0}$. By independent dynamics we mean that the noise processes and initial conditions $x_{i,0}$ of the different plants are all independent. We also make the following assumption.

Assumption 1: The matrices $\Sigma_{i,0}$ are positive definite for all $i \in \{1, \ldots, N\}$.

This can be achieved by adding an arbitrarily small multiple of the identity matrix to a potentially non-invertible matrix $\Sigma_{i,0}$. We have $M$ sensors to observe the $N$ plants. If sensor $j$ is used to observe plant $i$, we obtain the linear measurements

$$y_{ij} = C_{ij} x_i + v_{ij},$$

Here $v_{ij}$ is a stationary white Gaussian noise process with power spectral density matrix $V_{ij}$, assumed to be positive definite. Also, for simplicity we take $v_{ij}$ to be independent of the other measurement noises, process noises, and initial states.

Finally, to guarantee convergence of the filters later on, we make the following assumptions.

Assumption 2: For all $i \in \{1, \ldots, N\}$, the pair $(A_i, \tilde{C}_i)$ is detectable, where $\tilde{C}_i = [C_{i1}', \ldots, C_{iM}']'$.

Assumption 3: For all $i \in \{1, \ldots, N\}$, the pair $(A_i, W_i^{1/2})$ is controllable.

Let us define

$$\pi_{ij}(t) = \begin{cases} 1, & \text{if plant } i \text{ is observed at time } t \text{ by sensor } j \\ 0, & \text{otherwise.} \end{cases}$$

We assume that each sensor can observe at most one system at each instant, hence, we have the constraint

$$\sum_{i=1}^{N} \pi_{ij}(t) \leq 1, \quad \forall t, j = 1, \ldots, M. \tag{1}$$

If instead sensor $j$ is required to be always operated, constraint (1) should simply be changed to

$$\sum_{i=1}^{N} \pi_{ij}(t) = 1. \tag{2}$$

The equality constraint could be useful in scenarios involving sensors mounted on unmanned vehicles for example, where it might not be possible to withdraw a vehicle from operation during the mission. We also add the following constraint, similar to the one used by Athans [7]. We suppose that each system can be observed by at most one sensor at each instant, so we have

$$\sum_{j=1}^{M} \pi_{ij}(t) \leq 1, \quad \forall t, i = 1, \ldots, N. \tag{3}$$
Similarly if system $i$ must always be observed by some sensor, constraint (3) can be changed to an equality constraint

$$\sum_{j=1}^{M} \pi_{ij}(t) = 1. \quad (4)$$

Note that a sensor in our discussion can correspond to a combination of several physical sensors, and so the constraints above can capture seemingly more general problems where we allow for example more that one measurement per system simultaneously. Using (4) we could also impose a constraint on the total number of allowed observations at each time. Indeed, consider a constraint of the form $\sum_{i=1}^{N} \sum_{j=1}^{M} \pi_{ij}(t) \leq p$, for some positive integer $p$. This constraint means that $M - p$ sensors are required to be idle at each time. To enforce such a requirement, we can create $M - p$ “dummy” systems (simple scalar stable systems to minimize computations), and associate constraint (4) to each of them. Then we simply do not include these systems in the objective function (5) below.

We consider an infinite-horizon average-cost problem. We wish to design an observation policy $\pi(t) = \{\pi_{ij}(t)\}$ satisfying the constraints (1), (3), or their equality versions, and a causal estimator $\hat{x}_{\pi}$ of $x$, i.e., depending only on the past and current observations produced by the observation policy, such that the average error covariance is minimized, in addition to some sensor utilization costs. The policy $\pi$ itself can also depend on the past observations. More precisely, we wish to compute

$$\gamma = \min_{\pi, \alpha} \lim_{T \to \infty} \frac{1}{T} \mathbb{E} \left[ \int_0^T \sum_{i=1}^{N} \sum_{j=1}^{M} \left( (x_i - \hat{x}_{\pi, i})^T T_i(x_i - \hat{x}_{\pi, i}) + \sum_{j=1}^{M} \kappa_{ij} \pi_{ij}(t) \right) \, dt \right] \quad (5)$$

where the constants $\kappa_{ij} \in \mathbb{R}$ are a cost paid per unit of time when plant $i$ is observed by sensor $j$, the $T_i$'s are positive semidefinite weighting matrices, and $\lim_{T \to \infty}$ denotes the upper limit.

**Literature Review and Contributions of This Paper:** The sensor scheduling problem presented above, except for minor variations, is an infinite horizon version of the problem studied by Athans in [7], who considered the case $N = 1$. We include here several plants to show how their independent evolution property can be leveraged in the computations, using the dual decomposition method from optimization. Finite-horizon continuous-time versions of the problem, besides the presentation of Athans [7], have been the subject of several papers [8]–[11].

The solutions proposed involve computational procedures that scale poorly with the dimension of the problem. Discrete-time versions of this sensor selection problem have also received a significant amount of attention, see e.g. [2], [5], [6], [12]–[16].

All algorithms proposed so far for the discrete-time problem, except for the optimal greedy policy in the completely symmetric case [15], either run in exponential time or consist of heuristics with no a priori performance guarantee.

Somewhat surprisingly however, and with the exception of [17], it seems that the infinite-horizon continuous-time version of the Kalman filter scheduling problem has not been considered previously. Mourikis and Roumeliotis [17] also consider initially a discrete-time version of the problem for a particular robotic application. To cope with the difficulty of determining a sensor schedule, they assume instead a model where each sensor can independently take measurements at a constant frequency, and seek the optimal measurement frequencies. In fact, they obtain these frequencies by introducing heuristically a continuous-time Riccati equation, and show that the frequencies can then be computed by solving a semidefinite program. In contrast, we consider the more standard schedule-based version of the problem in continuous time, which is a priori more constraining. We show that essentially the same convex program provides in fact a lower bound on the cost achievable by any measurement policy. We also provide additional insight into the decomposition of the computations of this program, which can be useful in the framework of [17] as well. As demonstrated experimentally in [17], the continuous-time formulation of the problem provides a good heuristic policy even if the filters are implemented digitally, as long as the sampling frequencies are sufficiently fast with respect to the plant dynamics. Moreover, the continuous-time objective (5) has some advantages over purely discrete formulations for sampled-data systems, since these ignore the intersample behavior [18].

The rest of the paper is organized as follows. Section II briefly recalls that for a fixed policy $\pi(t)$, the optimal estimator is obtained by the Kalman-Bucy filter. The properties of the Kalman filter (independence of the error covariance matrix with respect to the measurement values) imply that the remaining problem of finding the optimal scheduling policy $\pi$ is a deterministic control problem. In Section III we treat a simplified scalar version of the problem with identical sensors as a special case of the classical “Restless Bandit Problem” (RBP) [19]. We provide analytical expressions for an index policy and for the elements necessary to compute efficiently a lower bound on performance, both of which were proposed in the general setting of the RBP by Whittle. Then, for the multidimensional case treated in full generality in Section IV, we show that the lower bound on performance can be computed by solving a convex program involving linear matrix inequalities. This lower bound can be approached arbitrarily closely by a family of new periodically switching policies described in Section IV-C. Approaching the bound with these policies is limited only by the frequency with which the sensors can actually switch between the systems. In general, our solution has much more attractive computational properties than the solutions proposed so far for the finite-horizon problem.

**II. OPTIMAL ESTIMATOR**

For a given observation policy $\pi(t) = \{\pi_{ij}(t)\}$, the minimal variance filter is given by the Kalman-Bucy filter [20], see [7]. The state estimates $\hat{x}_{\pi}$, where the subscript indicates the dependency on the policy $\pi$, are all updated in parallel following the stochastic differential equations

$$\frac{d}{dt} \hat{x}_{\pi, i}(t) = A_i \hat{x}_{\pi, i}(t) + B_i(t) u_i(t) - \sum_{j=1}^{M} \pi_{ij}(t) C_{ij}^T V_{ij}^{-1} (C_{ij} \hat{x}_{\pi, i}(t) - y_{ij}(t))$$

where

$$A_i = \frac{1}{\kappa_{ij}} \left( \sum_{j=1}^{M} \pi_{ij}(t) C_{ij}^T V_{ij}^{-1} (C_{ij} \hat{x}_{\pi, i}(t) - y_{ij}(t)) \right)$$

$$B_i(t) = \int_0^t \frac{\pi_{ij}(t) C_{ij}}{\kappa_{ij}} \, dt$$
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with \( \hat{x}_{\pi,i}(0) = \mathbf{x}_{i,0} \) for \( 1 \leq i \leq N \). The resulting estimator is unbiased and the error covariance matrix \( \Sigma_{\pi,i}(t) \) for system \( i \) satisfies the matrix Riccati differential equation

\[
\frac{d}{dt} \Sigma_{\pi,i}(t) = A_i \Sigma_{\pi,i}(t) + \Sigma_{\pi,i}(t) A_i^T + W_i - \Sigma_{\pi,i}(t) \sum_{j=1}^{M} \pi_{ij}(t) C_{ij}^T V_{ij}^{-1} C_{ij} \Sigma_{\pi,i}(t) \tag{6}
\]

where \( \Sigma_{\pi,i}(0) = \Sigma_{i,0} \). With this result, we can reformulate the optimization of the observation policy as a deterministic optimal control problem. Rewriting \( E((x_i - \hat{x}_i)'T_i(x_i - \hat{x}_i)) = \text{Tr}(T_i \Sigma_i) \), the problem (5) asks to compute

\[
\gamma = \min_{\pi} \lim_{T \to \infty} \frac{1}{T} \int_0^T \left[ \text{Tr}(T_i \Sigma_{\pi,i}(t)) + \sum_{j=1}^{M} \kappa_{ij} \pi_{ij}(t) \right] dt \tag{7}
\]

subject to the constraints (1), (3), or their equality versions, and the dynamics (6).

\[\text{III. PLANTS WITH SCALAR DYNAMICS AND IDENTICAL SENSORS}\]

Before considering the problem in the general multidimensional case, we first assume in this section that

1) the sites or targets have one-dimensional dynamics, i.e., \( x_i \in \mathbb{R}, i = 1, \ldots, N \); and,
2) all the sensors are identical, i.e., \( C_{ij} = C_i, V_{ij} = V_i, \kappa_{ij} = \kappa_i, j = 1, \ldots, M \).

In this case we can add additional insight based on previous work in dynamic scheduling, which also suggests a good policy to follow during the transient regime. We can simplify the problem formulation introduced above so that it corresponds exactly to a special case of the Restless Bandit Problem (RBP) [19]. We define

\[
\pi_i(t) = \begin{cases} 
1, & \text{if plant } i \text{ is observed at time } t \text{ by a sensor} \\
0, & \text{otherwise} 
\end{cases}
\]

Since we assumed that a system can be observed by at most one sensor, we can take \( M \leq N \). Note that a constraint (4) for some system \( i \) can be eliminated, by removing one available sensor that is always measuring system \( i \). Constraints (2) and (3) can then be replaced by the single constraint

\[
\sum_{i=1}^{N} \pi_i(t) = M, \quad \forall t.
\]

This constraint means that at each period, exactly \( M \) of the \( N \) sites are observed. We treat this case in this section, but again the equality sign can be replaced by an inequality with very little change in our discussion.

To obtain a lower bound on the achievable performance, denoted \( \gamma \) in the following, we relax the constraint to enforce it only on average

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \sum_{i=1}^{N} \pi_i(t) dt = M. \tag{8}
\]

Then we adjoin this constraint to the initial objective using a (scalar) Lagrange multiplier \( \lambda \) to form the Lagrangian

\[
L(\pi, \lambda) = \lim_{T \to \infty} \frac{1}{T} \sum_{i=1}^{N} \text{Tr}(T_i \Sigma_{\pi,i}(t)) + (\kappa_i + \lambda) \pi_i(t) dt - \lambda M.
\]

Here, \( \kappa_i \) is the cost per time unit for observing site \( i \). The optimization problem with the relaxed constraint (8) can be expressed as

\[
\gamma = \inf_{\pi} \sup_{\lambda} L(\pi, \lambda) = \sup_{\lambda} \inf_{\pi} L(\pi, \lambda),
\]

where the exchange of the supremum and the infimum can be justified using a minimax theorem for constrained dynamic programming [21, chap.1]. Now consider the computation of the dual function

\[
\gamma(\lambda) := \inf_{\pi} \lim_{T \to \infty} \frac{1}{T} \sum_{i=1}^{N} \text{Tr}(T_i \Sigma_{\pi,i}(t)) + (\kappa_i + \lambda) \pi_i(t) dt - \lambda M
\]

with \( \gamma = \sup_{\lambda} \gamma(\lambda) \). The dynamics of the systems are decoupled and the only coupling constraint was adjoined to the objective, so we can compute \( \gamma(\lambda) = \sum_{i=1}^{N} \gamma_i(\lambda) - \lambda M \), where

\[
\gamma_i(\lambda) := \inf_{\pi_i} \lim_{T \to \infty} \frac{1}{T} \text{Tr}(T_i \Sigma_{\pi_i,i}(t)) + (\kappa_i + \lambda) \pi_i(t) dt \tag{9}
\]

by solving individually \( N \) similar optimal control problems, one for each system. When the dynamics of the systems are one-dimensional, i.e., \( \Sigma_i \in \mathbb{R}_+ \), we can solve the optimal control problem (9) for each site analytically and, hence, we obtain an analytical expression of the dual function, which provides a lower bound on the cost for each \( \lambda \). Maximizing the concave function \( \gamma_i(\lambda) \) over \( \lambda \) yields the performance bound \( \gamma \), with \( \gamma \leq \gamma \). The computations are presented in Section III-B. First, we explain how these computations also provide the elements necessary to design a scheduling policy.

\[\text{A. Restless Bandits}\]

The RBP was introduced by Whittle in [19] as a generalization of the classical Multi-Armed Bandit Problem (MABP), which was first solved by Gittins [22]. In the RBP, we have \( N \) projects evolving independently, \( M \) of which can be activated at each time. Projects that are active can evolve according to different dynamics than projects that remain passive. In our problem, the projects correspond to the systems and their activation corresponds to taking a measurement. The active and passive dynamics are described by a Riccati and a Lyapunov differential equation respectively, as explained in the next subsection. We describe the index policy proposed by Whittle for the RBP in our particular context. Although suboptimal in general, Whittle’s index policy generalizes the index policy of Gittins’, which is known to be optimal in the case of the MABP.

Consider the objective (9) for system \( i \). Clearly, the Lagrange multiplier \( \lambda \) can be interpreted as a tax penalizing measurements
of the system. As λ increases, the passive action (i.e., not measuring) should become more attractive. For a given value of λ, let us denote \( P_i(\lambda) \) the set of values of \( \Sigma_i \) (with \( P_i(\lambda) \subset R_+ \)) for which the passive action is optimal. We use the following definition.

**Definition 4:** System \( i \) is indexable if and only if \( P_i(\lambda) \) is monotonically increasing (in the sense of set inclusion) from \( \emptyset \) to \( R_+ \) as λ increases from \(-\infty\) to \(+\infty\). If system \( i \) is indexable, we define its Whittle index as the function \( \Sigma_i \mapsto \lambda_i(\Sigma_i) \), with \( \lambda_i(\Sigma_i) = \inf\{\lambda \in R : \Sigma_i \in P_i(\lambda)\} \).

The indexability requirement appears natural, yet Whittle provided an example of an RBP where it is not verified. We will see in the next paragraph, however, that for our particular problem, at least in the scalar case, indexability of the systems is guaranteed. The idea behind the definition of the Whittle index consists in defining an intrinsic “value” for the measurement of system \( i \), taking into account both the immediate and future gains. If the covariance of system \( i \) is \( \Sigma_i \), the Whittle index defines this value as the measurement tax (potentially negative) that should be required to make the controller indifferent between measuring and not measuring the system. Finally, if all the systems are indexable, the Whittle policy chooses to measure the \( M \) systems with highest current index at each instant. There is significant experimental data and some theoretical evidence indicating that the performance of this policy is often very close to optimal, see e.g. [23]–[25] and Section IV-C-4.

**B. Solution of the Scalar Optimal Control Problem**

We can now consider problem (9) for a single site, dropping the index \( i \). In the scalar case, the dynamical evolution of the variance obeys the equation

\[
\dot{\Sigma} = 2A\Sigma + W - \pi \frac{C^2}{V} \Sigma^2, \quad \text{with } \pi(t) \in \{0, 1\},
\]

The Hamilton-Jacobi-Bellman (HJB) equation is

\[
\gamma(\lambda) = \min \{T\Sigma + (2A\Sigma + W)h'(\Sigma; \lambda), T\Sigma + \kappa + \lambda + \left(2A\Sigma + W - \frac{C^2}{V} \Sigma^2\right)h'(\Sigma; \lambda)\}.
\]

(10)

where \( h \) is the relative value function. Consider the algebraic Riccati equation (ARE)

\[
2Ax + W - \frac{C^2}{V} x^2 = 0.
\]

First, if \( T = 0 \), it is clearly optimal to always observe if \( \lambda + \kappa < 0 \) and never observe otherwise. Hence, the Whittle index is \( \lambda(\Sigma) = -\kappa \) for all \( \Sigma \in R_+ \), and \( \gamma(\lambda) = \min\{\kappa + \lambda, 0\} \). So we can now assume \( T > 0 \). If \( C = 0 \), again we should always observe if \( \kappa + \lambda < 0 \) and never observe otherwise. Hence, the Whittle index is again \( \lambda(\Sigma) = -\kappa \) for all \( \Sigma \in R_+ \) and we get

\[
\begin{align*}
\gamma(\lambda) &= \begin{cases} 
-T\frac{W}{2A} + \min\{\kappa + \lambda, 0\}, & \text{if the system is stable (} A < 0 \text{) } \\
+\infty, & \text{otherwise (} A \geq 0 \text{)}
\end{cases}
\end{align*}
\]

by letting \( \Sigma = -(W/2A) \) in the HJB equation for a stable system. The second case is clear from the fact that the system is unstable and cannot be measured. So we can now assume that \( C \neq 0 \). Then the ARE has two roots

\[
x_1 = A - \sqrt{A^2 + \frac{C^2W}{V}}, \quad x_2 = A + \sqrt{A^2 + \frac{C^2W}{V}}.
\]

By assumption 3, \( W \neq 0 \) and so \( x_1 \) is strictly negative and \( x_2 \) is strictly positive. We can treat the case \( \kappa + \lambda < 0 \) immediately. Then it is obviously optimal to always observe, and we get \( \gamma(\lambda) = Tx_2 + \kappa + \lambda \) by letting \( \Sigma = x_2 \) in the HJB equation.

So from now on we can assume \( \lambda > -\kappa \). Let us temporarily assume the following result on the form of the optimal policy. The validity of this assumption can be verified a posteriori from the formulas obtained below, using the fact that the dynamic programming equation provides a sufficient condition for optimality of a solution.

**Form of the Optimal Policy:** The optimal policy is a threshold policy, i.e., it observes the system for \( \Sigma \geq \Sigma_{th} \) and does not observe for \( \Sigma < \Sigma_{th} \), for some \( \Sigma_{th} \in R_+ \).

We would like to obtain the value of the average cost \( \gamma(\lambda) \) and of the threshold \( \Sigma_{th}(\lambda) \). Note that the passive region \( P(\lambda) \) of definition 4 is \( P(\lambda) = [0, \Sigma_{th}(\lambda)] \), and we already know \( \Sigma_{th}(\lambda) = 0 \) for \( \lambda = -\kappa \). The system is indexable if and only if \( \Sigma_{th}(\lambda) \) is a nondecreasing function of \( \lambda \) and then inverting the relation \( \lambda \mapsto \Sigma_{th}(\lambda) \) gives the Whittle index \( \lambda \mapsto \Sigma(\lambda) \). The analysis now considers several cases.

1) Case \( \Sigma_{th} \leq x_2 \): In this case, we obtain as above

\[
\gamma(\lambda) = Tx_2 + \kappa + \lambda
\]

(11)

by letting \( \Sigma = x_2 \) in the HJB equation. Then for \( \Sigma \geq \Sigma_{th} \), we have

\[
Tx_2 + \kappa + \lambda = T\Sigma + \kappa + \lambda - \frac{C^2}{V} (\Sigma - x_2)(\Sigma - x_1)h'(\Sigma)
\]

so

\[
h'(\Sigma) = \frac{TV}{C^2(\Sigma - x_1)}
\]

including for the value \( \Sigma = x_2 \) by assuming \( h' \) to be continuous. By continuity of \( h \) at the interface between the active and passive regions, we have

\[
T\Sigma_{th} + (2A\Sigma_{th} + W)h'(\Sigma_{th}) = T\Sigma_{th} + (\kappa + \lambda) + \left(2A\Sigma_{th} + W - \frac{C^2}{V} \Sigma_{th}^2\right)h'(\Sigma_{th})
\]

i.e.,

\[
\kappa + \lambda = \frac{C^2}{V} \Sigma_{th}^2 h'(\Sigma_{th}) = \frac{TV^2}{\Sigma_{th} - x_1}
\]

and hence

\[
\Sigma_{th}(\lambda) = \frac{-\kappa + \sqrt{\kappa^2 + 4\lambda(\kappa + \lambda)}}{2},
\]

(12)

\[
\Sigma_{th}(\lambda) = \frac{-\kappa + \sqrt{\kappa^2 + 4\lambda(\kappa + \lambda)}}{2}.
\]

(13)
Expressions (11) and (12), (13) are valid under the condition $\Sigma_{th}(\lambda) \leq x_2$. Note from (12) that $\Sigma_{th} \mapsto \lambda(\Sigma_{th})$ is an increasing function and the functions $\lambda(\cdot)$ and $\Sigma_{th}(\cdot)$ are inverse of each other.

2) Case $\Sigma_{th} > x_2$: It turns out that in this case we must distinguish between stable and unstable systems. For a stable system ($A < 0$), the Lyapunov equation

$$2Ax + W = 0$$

has a strictly positive solution $x_e = -(W/2A)$, with $x_e > x_2$ since $C \neq 0$.

**Stable System ($A < 0$)** With $\Sigma_{th} \geq x_e$: In this case we know that $x_e$ is in the passive region. Hence, with $\Sigma = x_e$ in the HJB equation, we get

$$\gamma(\lambda) = T x_e.$$  \hspace{1cm} (14)

Then for $\Sigma \leq \Sigma_{th}$ we have that $T x_e = T \Sigma + 2A(\Sigma - x_e)h'(\Sigma)$, and so $h'(\Sigma) = -(T/2A)$, including for $\Sigma = x_e$ by assuming $h'$ continuous. Again by continuity at the interface between the active and passive regions, we have

$$\kappa + \lambda = \frac{C^2}{2V \Sigma^2 h'(\Sigma_{th})} = -\frac{C^2 T}{2AV \Sigma_{th}}$$

so

$$\lambda(\Sigma_{th}) = -\kappa + \frac{C^2 T \Sigma^2_{th}}{2AV}.$$  \hspace{1cm} (15)

**Stable System ($A < 0$)** With $x_2 < \Sigma_{th} < x_e$, or Non-Stable System ($A \geq 0$): If the system is marginally stable or unstable, we cannot define $x_e$. We can think of this case as $x_e \to \infty$ as $A \to 0$, and treat it simultaneously with the case where the system is stable and $x_2 < \Sigma_{th} < x_e$. Then $x_2$ is in the passive region, and $x_e$ is in the active region, so the prefactors of $h'(x)$ in the HJB equation do not vanish. There is no immediate relation providing the value of $\gamma(\lambda)$. We can use the smooth-fit principle to handle this case and express the solution of the Whittle indices, following [19]. Again the formal justification comes from using the final expression of the value function thus obtained to verify that it indeed satisfies the HJB equation.

**Theorem 1 (Modification of [19], [26]):** Consider a continuous-time one-dimensional restless bandit project $x(t) \in \mathbb{R}$ satisfying

$$x(t) = a_k(x), \quad k = 0, 1$$

with passive and active cost rates $r_k(x), k = 0, 1$. Assume that $a_0(x)$ does not vanish in the optimal passive region, and $a_1(x)$ does not vanish in the optimal active region. Then the Whittle index is given by

$$\lambda(x) = r_0(x) - r_1(x)$$

$$+ \left[ a_0(x) - a_0(x) \right] \left[ a_0(x)r_1(x) - a_1(x)r_0(x) \right] \frac{a_0(x)a_1(x)}{a_0(x)a_1(x) - a_1(x)a_0(x)}.$$  \hspace{1cm} (16)

**Remark 5:** The assumption that $a_0$ and $a_1$ do not vanish in the optimal passive and active regions respectively excludes the cases previously studied. It is missing from [19], [26], which therefore provide only an incomplete description of the Whittle indices for one-dimensional continuous-time deterministic projects.

**Proof:** The derivation of the expression of the Whittle index can be found in [19], [26, p.53], and is valid only under the additional assumption mentioned above.

**Corollary 6:** The Whittle index for the case $x_2 < \Sigma_{th} < x_e$ is given by

$$\lambda(\Sigma_{th}) = \frac{C^2 T \Sigma_{th}^2}{2AV}.$$  \hspace{1cm} (17)

**Proof:** For $x_2 < \Sigma_{th} < x_e$, the assumptions of theorem 1 are verified with

$$a_0(\Sigma) = 2A \Sigma + W, \quad a_1(\Sigma) = 2A \Sigma + W - \frac{C^2}{V} \Sigma^2$$

$$r_0(\Sigma) = T \Sigma, \quad r_1(\Sigma) = T \Sigma + \kappa.$$  \hspace{1cm} (18)

The result follows by a straightforward calculation. We can verify that the expression for $\lambda(\Sigma)$ defines an increasing function of $\Sigma$.

With the value of the Whittle index, we can finish the computation of the lower bound $\gamma(\lambda)$ for the case $x_2 < \Sigma_{th} < x_e$. Inverting the relation (16), we obtain, for a given value of $\lambda$, the boundary $\Sigma_{th}(\lambda)$ between the passive and active regions. $\Sigma_{th}(\lambda)$ verifies the depressed cubic equation

$$X^3 - \frac{2V(\lambda + \kappa)}{TC^2} AX - \frac{2V(\lambda + \kappa)}{TC^2} W = 0,$$  \hspace{1cm} (19)

For $\lambda + \kappa > 0$, by Descartes’ rule of signs, this polynomial has exactly one positive root, which is $\Sigma_{th}(\lambda)$. The HJB equation then reduces to

$$\gamma(\lambda) = T \Sigma + h'(\Sigma)(2A \Sigma + W), \quad \text{for } \Sigma < \Sigma_{th}(\lambda)$$

$$\gamma(\lambda) = T \Sigma + \kappa + \lambda + h'(\Sigma) \left(2A \Sigma + W - \frac{C^2}{V} \Sigma^2\right)$$

$$\quad \text{for } \Sigma \geq \Sigma_{th}(\lambda).$$  \hspace{1cm} (19)

Now for $x_2 < \Sigma_{th}(\lambda) < x_e$, letting $x = \Sigma_{th}(\lambda)$, in the HJB equation, assuming continuity of $h'(\Sigma)$ at the boundary of the passive and active regions and eliminating $h'(\Sigma_{th}(\lambda))$, we get

$$\gamma(\lambda) = T \Sigma_{th}(\lambda) + \kappa + \lambda + \left(\gamma - T \Sigma_{th}(\lambda)\right) \times \left(1 - \frac{C^2}{2AV} \left(\Sigma_{th}(\lambda)\right)^2\right)$$

thus

$$\left(\gamma(\lambda) - T \Sigma_{th}(\lambda)\right) \left(\frac{C^2}{2AV} \left(\Sigma_{th}(\lambda)\right)^2 + W\right) = \kappa + \lambda$$

and, finally, for $x_2 < \Sigma_{th}(\lambda) < x_e$, we have

$$\gamma(\lambda) = T \Sigma_{th}(\lambda) + \frac{V(\lambda + \kappa)(2A \Sigma_{th}(\lambda) + W)}{C^2 \left(\Sigma_{th}(\lambda)\right)^2}.\quad \hspace{1cm} (20)$$
3) Summary: We collect the computations above in the following theorem.

Theorem 2: In the one-dimensional Kalman filter scheduling problem with identical sensors, the systems are indexable. For system \( i \), the Whittle index \( \lambda_i(\Sigma_i) \) is given as follows:
- Case \( C_i = 0 \) or \( T_i = 0 \): \( \lambda_i(\Sigma_i) = -r_i \), for all \( \Sigma_i \in \mathbb{R}_+ \).
- Case \( C_i \neq 0 \) and \( T_i \neq 0 \):
  \[
  \lambda_i(\Sigma_i) = \begin{cases} 
  -r_i + C_i T_i x_{c,i} & \text{if } x_{c,i} \leq x_{2,i} \\
  -r_i + C_i T_i x_{c,i} & \text{if } x_{2,i} < \Sigma_i < x_{c,i} \\
  -r_i + C_i T_i x_{c,i} & \text{if } x_{c,i} \leq \Sigma_i 
  \end{cases}
  \]
with \( x_{c,i} \) the root of the Lyapunov equation, the convention \( x_{c,i} = +\infty \) if \( A_i \geq 0 \), and \( x_1,i, x_2,i \) the roots of the ARE.

The lower bound on the achievable performance is obtained by maximizing the concave function
\[
\gamma_\lambda(\lambda) = \sum_{i=1}^{N} \gamma_i(\lambda) - \lambda M
\]
over \( \lambda \), where the term \( \gamma_i(\lambda) \) is given by
- Case \( T_i = 0 \): \( \gamma_i(\lambda) = \min\{\lambda + r_i, 0\} \).
- Case \( T_i \neq 0, C_i = 0 \): \( \gamma_i(\lambda) = (T_i W_i / 2[A_i]) + \min\{\lambda + r_i, 0\} \)
- Case \( C_i \neq 0 \) and \( T_i \neq 0 \):
  \[
  \gamma_i(\lambda) = \begin{cases} 
  T_i x_{2,i} + r_i + \lambda & \text{if } \lambda \leq \lambda_i(x_{2,i}) \\
  T_i \Sigma_i(\lambda) + \lambda (2 A_i x_{c,i}(\lambda) + W_i) & \text{if } \lambda_i(x_{2,i}) < \lambda < \lambda_i(x_{c,i}) \\
  T_i x_{c,i} & \text{if } \lambda_i(x_{c,i}) \leq \lambda
  \end{cases}
  \]
where in the second case \( \Sigma_i(\lambda) \) is the unique positive root of (17).

Proof: The indexability comes from the fact that the indices \( \lambda_i(\Sigma_i) \) are verified to be monotonically increasing functions of \( \Sigma_i \). Inverting the relation we obtain \( \Sigma_{d_{th,i}}(\lambda) \) as the variance for which we are indifferent between the active and passive actions. As we increase \( \lambda, \Sigma_{d_{th,i}}(\lambda) \) increases and the passive region (the interval \([0, \Sigma_{d_{th,i}}(\lambda)]\)) increases.

IV. MULTIDIMENSIONAL SYSTEMS

Generalizing the computations of the previous section to multidimensional systems requires solving the corresponding optimal control problem in higher dimensions, for which it is not clear that a closed form solution exist. Moreover we have considered in Section III a particular case of the sensor scheduling problem where all sensors are identical. We now return to the general multidimensional problem and sensors with possibly distinct characteristics, as described in the introduction.

For the infinite-horizon average cost problem, we show that computing the value of a lower bound similar to the one presented in Section III reduces to a convex optimization problem involving, at worst, Linear Matrix Inequalities (LMI) whose size grows polynomially with the problem’s essential parameters. Moreover, one can further decompose the computation of this convex program into \( N \) coupled subproblems as in the one-dimensional restless bandit case.

A. Performance Bound

For convenience, let us repeat the deterministic optimal control problem under consideration:
\[
\min_{\pi} \lim_{T \to \infty} \frac{1}{T} \int_0^T \sum_{i=1}^N \left\{ \text{Tr}(T_i \Sigma_i(t)) + \sum_{j=1}^M \kappa_{ij} \pi_{ij}(t) \right\} dt, \quad \text{s.t.} \quad \Sigma_i(t) = A_i \Sigma_i + \Sigma_i A_i^T + W_i \\
- \Sigma_i \left( \sum_{j=1}^M \pi_{ij}(t) C_i^T V_{ij}^{-1} C_i \right) \Sigma_i, \quad i = 1, \ldots, N
\]
Here we consider the constraints (1) and (3), but any combination of inequality and equality constraints from (1)–(4) can be used without changing the argument for the derivation of the performance bound. We define the following quantities:
\[
\pi_{ij}(T) = \frac{1}{T} \int_0^T \pi_{ij}(t) dt, \quad \forall T \geq 0.
\]
Since \( \pi_{ij}(t) \in \{0,1\} \), we must have \( 0 \leq \pi_{ij}(T) \leq 1 \). Our first goal, inspired by the idea already exploited in the restless bandit problem, is to obtain a lower bound on the cost of the finite-horizon optimal control problem in terms of the numbers \( \pi_{ij}(T) \) instead of the functions \( \pi_{ij}(t) \).

It will be easier to work with the information matrices \( Q_i(t) = \Sigma_i^{-1}(t) \). Hence, we replace the dynamics (22) by the equivalent
\[
\dot{Q}_i = -Q_i A_i - A_i^T Q_i - Q_i W_i Q_i + \sum_{j=1}^M \pi_{ij}(t) C_i^T V_{ij}^{-1} C_i, \quad i = 1, \ldots, N
\]
Let us also define, for all \( T \geq 0 \)
\[
\dot{\Sigma}_i(T) := \frac{1}{T} \int_0^T \Sigma_i(t) dt, \quad \dot{Q}_i(T) := \frac{1}{T} \int_0^T Q_i(t) dt.
\]
By linearity of the trace operator, we can rewrite the objective function
\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T \sum_{i=1}^N \left\{ \text{Tr}(T_i \dot{\Sigma}_i(T)) + \sum_{j=1}^M \kappa_{ij} \dot{\pi}_{ij}(T) \right\} dt.
\]
Let \( \mathcal{S}_0^+, \mathcal{S}_1^+, \mathcal{S}_2^+ \) denote the set of symmetric, symmetric positive semidefinite and symmetric positive definite matrices re-
spectively. A function \( f : \mathbb{R}^n \to \mathbb{R}^n \) is called matrix convex if and only if for all \( x, y \in \mathbb{R}^n \) and \( \alpha \in [0, 1] \), we have
\[
 f (\alpha x + (1 - \alpha) y) \leq \alpha f(x) + (1 - \alpha) f(y)
\]
where \( \leq \) refers to the usual partial order on \( \mathbb{R}^n \), i.e., \( A \preceq B \) if and only if \( B - A \in \mathbb{S}_+^n \). Equivalently, \( f \) is matrix convex if the scalar functions \( x \mapsto z^T f(x) z \) are convex for all vectors \( z \). The following lemma will be useful.

**Lemma 7:** The functions
\[
 \mathbb{S}_+^{n+1} \to \mathbb{S}_+^n \quad X \mapsto X^{-1} \quad X \mapsto X W X
\]
for \( W \in \mathbb{S}_+^n \), are matrix convex.

**Proof:** See [27, p.76, p.110].

A consequence of this lemma is that Jensen’s inequality is valid for these functions. We use it first as follows:

\[
 \forall T, \left( \frac{1}{T} \int_0^T \Sigma_i(t) dt \right)^{-1} \leq \frac{1}{T} \int_0^T Q_i(t) dt = \hat{Q}_i(T)
\]

hence
\[
 \forall T, \quad \hat{\Sigma}_i(T) \preceq \left( \hat{Q}_i(T) \right)^{-1}
\]

and so
\[
 \text{Tr} \left( T_i \Sigma_i \right) \geq \text{Tr} \left( T_i \left( \hat{Q}_i(T) \right)^{-1} \right).
\]

Next, integrating (26) and letting \( \hat{Q}_{i,0} = \Sigma_i^{-1} \), we have
\[
\begin{align*}
\frac{1}{T} (Q_i(T) - Q_{i,0}) &= -\hat{Q}_i(T) A_i - A_i^T \hat{Q}_i(T) \\
- \frac{1}{T} \int_0^T Q_i(t) W_i Q_i(t) dt &+ \sum_{j=1}^M \left( \frac{1}{T} \int_0^T \pi_{ij}(t) dt \right) C_{ij}^T V_i^{-1} C_{ij}.
\end{align*}
\]

i.e.,
\[
\frac{1}{T} (Q_i(T) - Q_{i,0}) = -\hat{Q}_i(T) A_i - A_i^T \hat{Q}_i(T) \\
- \frac{1}{T} \int_0^T Q_i(t) W_i Q_i(t) dt &+ \sum_{j=1}^M \pi_{ij}(T) C_{ij}^T V_i^{-1} C_{ij}.
\]

Using Jensen’s inequality and lemma 7 again, we have
\[
\begin{align*}
\frac{1}{T} \int_0^T Q_i(t) W_i Q_i(t) dt &\geq \hat{Q}_i(T) W_i \hat{Q}_i(T)
\end{align*}
\]

and so we obtain
\[
\begin{align*}
\frac{1}{T} (Q_i(T) - Q_{i,0}) &\leq -\hat{Q}_i(T) A_i - A_i^T \hat{Q}_i(T) \\
&\quad - \hat{Q}_i(T) W_i \hat{Q}_i(T) + \sum_{j=1}^M \pi_{ij}(T) C_{ij}^T V_i^{-1} C_{ij}.
\end{align*}
\]

(27)

Last, since \( \hat{Q}_i(T) \geq 0 \), this implies, for all \( T \)
\[
\hat{Q}_i(T) A_i + A_i^T \hat{Q}_i(T) + \hat{Q}_i(T) W_i \hat{Q}_i(T)
\]

\[
- \sum_{j=1}^M \pi_{ij}(T) C_{ij}^T V_i^{-1} C_{ij} \leq \frac{Q_{i,0}}{T}
\]

(28)

So we see that for a fixed policy \( \pi \) and any time \( T \), the quantity
\[
\sum_{i=1}^N \left\{ \text{Tr} \left( T_i \hat{\Sigma}_i(T) \right) + \sum_{j=1}^M k_{ij} \pi_{ij}(T) \right\}
\]

is bounded below by the quantity
\[
\sum_{i=1}^N \left\{ \text{Tr} \left( T_i \left( \hat{Q}_i(T) \right)^{-1} \right) + \sum_{j=1}^M k_{ij} \pi_{ij}(T) \right\}
\]

where the matrices \( \hat{Q}_i(T) \) and the number \( \pi_{ij}(T) \) are subject to the constraints (28) as well as
\[
0 \leq \pi_{ij}(T) \leq 1, \quad i = 1, \ldots, N, \quad j = 1, \ldots, M
\]

\[
\sum_{i=1}^N \pi_{ij}(T) \leq 1, \quad j = 1, \ldots, M
\]

\[
\sum_{i=1}^M \pi_{ij}(T) \leq 1, \quad i = 1, \ldots, N.
\]

Hence, for any \( T \), the quantity \( Z^*(T) \) defined below is a lower bound on the value of (29) for any choice of policy \( \pi \)
\[
Z^*(T) = \min_{Q_i, \phi_{ij}} \sum_{i=1}^N \left\{ \text{Tr} \left( T_i Q_i^{-1} \right) + \sum_{j=1}^M k_{ij} \phi_{ij} \right\}
\]

s.t. \( Q_i A_i + A_i^T Q_i + Q_i W_i Q_i - \sum_{j=1}^M \phi_{ij} C_{ij}^T V_{ij}^{-1} C_{ij} \leq Q_{i,0} / T, \)
\[
i = 1, \ldots, N,
\]

\( Q_i > 0, i = 1, \ldots, N, \)
\[
0 \leq \phi_{ij} \leq 1, i = 1, \ldots, N, \quad j = 1, \ldots, M,
\]

\[
\sum_{i=1}^N \phi_{ij} \leq 1, j = 1, \ldots, M, \quad \sum_{j=1}^M \phi_{ij} \leq 1, i = 1, \ldots, N.
\]

(31)

Now replace the right-hand side of (31) by zero, to get
\[
Q_i A_i + A_i^T Q_i + Q_i W_i Q_i - \sum_{j=1}^M \phi_{ij} C_{ij}^T V_{ij}^{-1} C_{ij} \leq 0
\]

(32)

for \( i = 1, \ldots, N \), and call the corresponding optimum value \( Z^* \). Defining \( \delta := 1/T \), and rewriting with a slight abuse of notation \( Z^*(\delta) \) instead of \( Z^*(T) \) for \( \delta \) positive, we also define \( Z^*(0) = Z^* \). Note that \( Z^*(0) \) is finite, since we can find a feasible solution as follows. For each \( i \), form a matrix \( P = [p_{ij}] \) satisfying the constraints and such that \( p_{ij} > 0 \) for all \( i, j \). Such a matrix is easy to find if we consider the inequality constraints (1) and (3), since we can simply take \( p_{ij} = 1 / \max(M, N) \) for all \( i, j \). If equality constraints are involved instead, such a matrix exists as a consequence of Birkhoff theorem [28], see Theorem 8. Now we consider the quadratic inequality (32) for some value of \( i \). From the detectability assumption 2 and the choice of \( P_{ij} \), we deduce that the pair \( (A_i, C_i) \), with
\[
C_i = \begin{bmatrix} \sqrt{p_{i1} C_{i1}^T V_{i1}^{-1/2}} \cdots \sqrt{p_{iM} C_{iM}^T V_{iM}^{-1/2}} \end{bmatrix}^T
\]

(33)
is detectable. Also note that
\[ C_i^T \hat{\mathbf{C}}_i = \sum_{j=1}^{M} p_{ij} C_{ij}^T V_{ij}^{-1} C_{ij}. \]

Together with the controllability assumption 3, we then know that (32) has a positive definite solution \( \hat{\mathbf{Q}}_i \) [29, theorem 2.4.25]. Hence, \( Z^*(0) \) is finite.

We can also define \( Z^*(\delta) \) for \( \delta < 0 \), by changing the right-hand side of (31) into \( \delta \mathbf{Q}_{k,0} = -|\delta| \mathbf{Q}_{k,0} \). We have that \( Z^*(\delta) \) is finite for \( \delta < 0 \) and \( |\delta| \) small enough. Indeed, passing the term \( \delta \mathbf{Q}_{k,0} \) on the left hand side, can then be seen as a perturbation of the matrix \( \hat{\mathbf{C}}_i \), and for \( |\delta| \) small enough, detectability, which is an open condition, is preserved. Now we will see below that (30) is a convex program. It is then a standard result of perturbation analysis (see e.g. [27, p. 250]) that \( Z^*(\delta) \) is a convex function of \( \delta \), hence, continuous on the interior of its domain, in particular continuous at \( \delta = 0 \). So
\[
\lim_{T \to \infty} Z^*(T) = \lim_{T \to \infty} Z^*(T) = Z^*.
\]

Finally, for any policy \( \pi \), we obtain the following lower bound on the achievable cost
\[
\lim_{T \to \infty} \frac{1}{T} \sum_{i=1}^{N} \left\{ \text{Tr}(T \Sigma_i(t)) + \sum_{j=1}^{M} \kappa_{ij} \mathbf{p}_{ij}(t) \right\} dt \\
\geq \lim_{T \to \infty} Z^*(T) = Z^*.
\]

We now show how to compute \( Z^* \) by solving a convex program involving linear matrix inequalities. For each \( i \), introduce a new (slack) matrix variable \( \mathbf{R}_i \). Since \( \mathbf{Q}_i > 0 \), \( \mathbf{R}_i \geq \mathbf{Q}_i^{-1} \) is equivalent, by taking the Schur complement, to
\[
\begin{bmatrix}
\mathbf{R}_i & \mathbf{I} \\
\mathbf{I} & \mathbf{Q}_i
\end{bmatrix} > 0
\]
and the Riccati inequality (32) can be rewritten
\[
\begin{bmatrix}
\mathbf{Q}_i \mathbf{A}_i + \mathbf{A}_i^T \mathbf{Q}_i - \sum_{j=1}^{M} p_{ij} C_{ij}^T V_{ij}^{-1} C_{ij} & \mathbf{Q}_i W_{i}^{1/2} \\
\mathbf{W}_{i}^{1/2} \mathbf{Q}_i & -\mathbf{I}
\end{bmatrix} \leq 0.
\]

We finally obtain the semidefinite program
\[
Z^* = \min_{\mathbf{R}_i, \mathbf{Q}_i, \mathbf{P}_{ij}} \sum_{i=1}^{N} \left\{ \text{Tr}(T_i \mathbf{R}_i) + \sum_{j=1}^{M} \kappa_{ij} \mathbf{p}_{ij} \right\} \quad (34)
\]
subject to
\[
\begin{bmatrix}
\mathbf{R}_i & \mathbf{I} \\
\mathbf{I} & \mathbf{Q}_i
\end{bmatrix} \geq 0, 0 < \mathbf{Q}_i > 0, i = 1, \ldots, N,
\]
\[
\begin{bmatrix}
\mathbf{Q}_i \mathbf{A}_i + \mathbf{A}_i^T \mathbf{Q}_i - \sum_{j=1}^{M} p_{ij} C_{ij}^T V_{ij}^{-1} C_{ij} & \mathbf{Q}_i W_{i}^{1/2} \\
\mathbf{W}_{i}^{1/2} \mathbf{Q}_i & -\mathbf{I}
\end{bmatrix} \leq 0
\]
i = 1, \ldots, N
\]
\[
0 \leq p_{ij} \leq 1, i = 1, \ldots, N, j = 1, \ldots, M
\]
\[
\sum_{i=1}^{N} p_{ij} \leq 1, j = 1, \ldots, M
\]
\[
\sum_{j=1}^{M} p_{ij} \leq 1, i = 1, \ldots, N.
\]

Hence, solving the program (34) provides a lower bound on the achievable cost for the original optimal control problem.

B. Problem Decomposition

It is well-known that efficient methods exist to solve (34) in polynomial time, which implies a computation time polynomial in the number of variables of the original problem. Still, as the number of targets increases, the large semidefinite program (34) becomes difficult to solve. Note however that it can be decomposed into \( N \) small coupled programs, following the dual decomposition approach already used for the restless bandit problem. This decomposition is sometimes useful to solve large scale programs with a large number of systems. For completeness, we present the argument in more details below.

We first note that (35) is the only constraint that links the \( N \) subproblems together. So we form the Lagrangian
\[
L(R_i, \mathbf{Q}_i, \mathbf{P}_{ij}; \lambda) = \sum_{i=1}^{N} \left\{ \text{Tr}(T_i R_i) + \sum_{j=1}^{M} (\kappa_{ij} + \lambda_j) \mathbf{p}_{ij} \right\} - \sum_{j=1}^{M} \lambda_j
\]
where \( \lambda \in \mathbb{R}^M_+ \) is a vector of Lagrange multipliers. We would take \( \lambda \in \mathbb{R}^M \) if we had the constraint (2) instead of (1). Now, the dual function is
\[
G(\lambda) = \sum_{i=1}^{N} G_i(\lambda) - \sum_{j=1}^{M} \lambda_j \quad (36)
\]
with, for each \( i = 1, \ldots, N \),
\[
G_i(\lambda) = \min_{R_i, \mathbf{Q}_i, \mathbf{P}_{ij}} \text{Tr}(T_i R_i) + \sum_{j=1}^{M} (\kappa_{ij} + \lambda_j) \mathbf{p}_{ij}
\]
s.t.
\[
\begin{bmatrix}
\mathbf{R}_i & \mathbf{I} \\
\mathbf{I} & \mathbf{Q}_i
\end{bmatrix} \geq 0, 0 < \mathbf{Q}_i > 0
\]
\[
\begin{bmatrix}
\mathbf{Q}_i \mathbf{A}_i + \mathbf{A}_i^T \mathbf{Q}_i - \sum_{j=1}^{M} p_{ij} C_{ij}^T V_{ij}^{-1} C_{ij} & \mathbf{Q}_i W_{i}^{1/2} \\
\mathbf{W}_{i}^{1/2} \mathbf{Q}_i & -\mathbf{I}
\end{bmatrix} \leq 0, \sum_{j=1}^{M} p_{ij} \leq 1, 0 \leq p_{ij} \leq 1, j = 1, \ldots, M.
\]

Note that each program (37) involves only two matrix variables in contrast to (34), which has 2N matrix variables.

The optimization algorithm proceeds then as follows [30, chap. 11]. We choose an initial value \( \lambda^1 > 0 \) and set \( k = 1 \).

1) For \( i = 1, \ldots, N \), compute \( R_i^k, \mathbf{Q}_i^k, \mathbf{P}_{ij}^k \) for optimal solution of (37), and the value \( G_i(\lambda^k) \).

2) The value of the dual function at \( \lambda^k \) is given by (36). A supergradient of \( G(\lambda^k) \) at \( \lambda^k \) is given by
\[
\begin{bmatrix}
\sum_{i=1}^{N} \mathbf{P}_{i1}^k - 1, \ldots, \sum_{i=1}^{N} \mathbf{P}_{iM}^k - 1
\end{bmatrix}.
\]

3) Compute \( \lambda^{k+1} \) in order to maximize \( G(\lambda) \). We can do this by using a supergradient algorithm, or any preferred non-smooth optimization algorithm. Increment \( k \) and go to step 1, or stop according to some convergence criterion.

Because the initial program (34) is convex and strictly feasible, we know that the optimal value of the dual optimization problem is equal to the optimal value of the primal. Moreover, the optimal variables of the primal are obtained at step 1 of the algorithm above once convergence has been reached.
C. Open-Loop Periodic Policies Achieving the Performance Bound

1) Definition of the Policies: In this section we describe a sequence of open-loop policies that can approach the lower bound computed by (34) arbitrarily closely, thus proving that this bound is tight. These policies are periodic switching strategies using a schedule obtained from the optimal parameters $p_{ij}$. Assuming no switching times or costs, their performance approaches the bound as the length of the switching cycle decreases toward 0.

Let $P = [p_{ij}]_{1 \leq i \leq N, 1 \leq j \leq M}$ be the matrix of optimal parameters obtained in the solution of (34). We assume here that constraints (1) and (3) are enforced, which is the most general case for the discussion in this section. Hence, $P$ verifies

$$0 \leq p_{ij} \leq 1, i = 1, \ldots, N, \quad j = 1, \ldots, M,$$

$$\sum_{i=1}^{N} p_{ij} \leq 1, j = 1, \ldots, M$$

and

$$\sum_{j=1}^{M} p_{ij} \leq 1, i = 1, \ldots, N.$$

A doubly substochastic matrix of dimension $n$ is an $n \times n$ matrix $A = [a_{ij}]_{1 \leq i,j \leq n}$ such that

$$0 \leq a_{ij} \leq 1, i,j = 1, \ldots, n$$

$$\sum_{i=1}^{n} a_{ij} \leq 1, j = 1, \ldots, n$$

and

$$\sum_{j=1}^{n} a_{ij} \leq 1, i = 1, \ldots, n.$$

If $M = N$, $P$ is a doubly substochastic matrix. Else if $M < N$ (respectively, $N < M$) we can add $N - M$ columns of zeros (respectively, $M - N$ rows of zeros) to $P$ to obtain a doubly substochastic matrix. In any case, we call the resulting doubly substochastic matrix $\hat{P} = [\hat{p}_{ij}]$. If rows are added, this is equivalent to the initial problem with additional “dummy systems”. If columns are added, they correspond to using “dummy sensors”. Dummy systems (i.e., for $j > N$) are not included in the objective function (the corresponding $T_j$ is 0), and a dummy sensor (i.e., for $j > M$) is associated formally to the matrices $V^{-1} = 0$ for all $i$, in effect producing no measurement. In the following we assume that $\hat{P}$ is an $N \times N$ doubly substochastic matrix, but the discussion in the $M \times M$ case is identical. Doubly substochastic matrices have been intensively studied, and the material used in the following can be found in the book of Marshall and Olkin [31]. In particular, we have the following corollary of a classical theorem of Birkhoff [28], which says that a doubly stochastic matrix is a convex combination of permutation matrices.

**Theorem 8 ([32]):** The set of $N \times N$ doubly substochastic matrices is the convex hull of the set $P_0$ of $N \times N$ matrices which have a most one unit in each row and each column, and all other entries are zero.

Hence, for the doubly substochastic matrix $\hat{P}$, there exists a set of positive numbers $\phi_k$ and matrices $P_k \in P_0$ such that

$$\hat{P} = \sum_{k=1}^{K} \phi_k P_k, \quad \text{with} \quad \sum_{k=1}^{K} \phi_k = 1,$$

for some integer $K$. (38)

One way of computing this decomposition is to first extend $\hat{P}$ to the $2N \times 2N$ doubly substochastic matrix

$$\hat{P} = \begin{bmatrix} \hat{P} & I - D_c \\ I - D_r & \hat{P}^T \end{bmatrix}$$

where $t_1, \ldots, t_N$ and $c_1, \ldots, c_N$ are the row sums and column sums of $\hat{P}$, and $D_r = \text{diag}(t_1, \ldots, t_N)$, $D_c = \text{diag}(c_1, \ldots, c_N)$. Then there is an algorithm that runs in time $O(N^{1.5})$ [31], [33] and provides the decomposition

$$\hat{P} = \sum_{k=1}^{K} \phi_k \hat{P}_k$$

with $K \leq (2N - 1)^2 + 1$ and where the $\hat{P}_k$’s are permutation matrices of size $2N \times 2N$. The decomposition (38) is finally obtained by deleting the last $N$ rows and columns of $\hat{P}_k$ to obtain the matrices $P_k, k = 1, \ldots, K$.

Note that any matrix $A = [a_{ij}]_{i,j \in \mathbb{P}_0}$ represents a valid sensor/system assignment (for the problem with additional dummy systems or sensors), where sensor $j$ is measuring system $i$ if and only if $a_{ij} = 1$. With the decomposition (38), we now consider a family of periodic switching policies parameterized by a positive number $\epsilon$ representing a time interval over which the switching schedule is executed completely. For a given value of $\epsilon$, the policy is defined as follows.

1) At time $t = l\epsilon$, $l \in \mathbb{N}$, associate sensor $j$ to system $i$ as specified by the matrix $P_l$ of the representation (38). Run the corresponding continuous-time Kalman filters, keeping this sensor/system association for a duration $\epsilon$. (38)

2) At time $t = (l + \phi_1)\epsilon$, switch to the assignment specified by $P_{l+1}$. Run the corresponding continuous time Kalman filters until $t = (l + \phi_1 + \phi_2)\epsilon$.

3) Repeat the switching procedure, switching to matrix $P_{l+1}$ at time $t = l + \phi_1 + \cdots + \phi_k\epsilon$ for $k = 1, \ldots, K - 1$.

4) At time $t = (l + \phi_1 + \cdots + \phi_k\epsilon)\epsilon = (l + 1)\epsilon$, start the switching sequence again at step 1 with $P_1$ and repeat the steps above.

It is easy to see that the matrices $P_i, i = 1, \ldots, K$ never specify that a “dummy sensor” should execute a measurement or that a “dummy system” should be measured, since from the decomposition (38) this would correspond to nonzero entries in the columns or rows added to $P$ to form $\hat{P}$.

2) Performance of the Periodic Switching Policies: Let us fix $\epsilon > 0$ in the definition of the switching policy, and consider now, for this policy, the evolution of the covariance matrix $\Sigma_i(t)$ for the estimation error on the state of system $i$. The superscript indicates the dependence of the policy on the period $\epsilon$. First we have

**Lemma 9:** For all $i \in \{1, \ldots, N\}$, the estimation error covariance $\Sigma_i(t)$ converges as $t \to \infty$ to a periodic function $\Sigma_i(t)$ of period $\epsilon$.

**Proof:** Fix $i \in \{1, \ldots, N\}$. Let $\sigma_i(t) \in \{0, 1, \ldots, N\}$ be the function specifying which sensor is observing system $i$ at time $t$ under the switching policy. By convention $\sigma_i(t) = 0$ means that no sensor is scheduled to observe system $i$, and $\sigma_i(t) = j$ means that sensor $j$ measures system $i$. Note from the remark following the description of the switching policies that in fact we have $\sigma_i(t) \in \{0, \ldots, M\}$, i.e., the policy never schedules measurements by dummy sensors. Similarly, if instead we were considering the situation $M > N$ and $P$ an $M \times M$ matrix, then we would have $\sigma_i(t) = 0$ for $i \in \{N+1, \ldots, M\}$ and all $t$. Note also that $\sigma_i(t)$ is a piecewise constant, $\epsilon$-periodic function. The switching times of $\sigma_i(t)$ are $t = (l + \phi_1 + \cdots + \phi_k\epsilon)\epsilon$ for $k = 1, \ldots, K$ and $l \in \mathbb{N}$. 
The covariance matrix $\Sigma(t)$ obeys the following periodic Riccati differential equation (PRE):
\[
\dot{\Sigma}_t(t) = A_t \Sigma_t(t) + \Sigma_t(t) A_t^T + W_t - \Sigma_t(t) (C_t(t))^T C_t(t) \Sigma_t(t)
\]
where
\[
C_t(t) := V^{-1/2}_{\sigma_t(t)} C_{\sigma_t(t)}(t)
\]
(40)
is a piecewise constant, $\epsilon$-periodic matrix valued function, and we use the convention $V_{t-j}^{-1} = C_{t-j} = 0$ when $j = 0$. We now show that $(A_t, C_t(t))$ is detectable. Let $j_1, \ldots, j_K$ be the successive values taken by the function $\sigma_t(t)$ over the period $\epsilon$. From the definition of detectability for linear periodic systems and it modal characterization [34, p.130], we immediately deduce that the pair $(A_t, C_t(t))$ is detectable if and only if there exists an eigenpair $(\lambda, x)$ for $A_t$, with $\text{Re}(\lambda) \geq 0$, $x \neq 0$, such that
\[
A_t x = \lambda x, \quad \text{and} \quad C_t(t) e^{A_t \epsilon} x = e^{\lambda \epsilon} C_t(t) x = 0, \quad \forall t \in [0, \epsilon]
\]
(41)
and it modal characterization [34, p.130], we immediately deduce that the pair $(A_t, C_t(t))$ is detectable if and only if there exists an eigenpair $(\lambda, x)$ for $A_t$, with $\text{Re}(\lambda) \geq 0$, $x \neq 0$, such that
\[
A_t x = \lambda x, \quad \text{and} \quad C_t(t) e^{A_t \epsilon} x = e^{\lambda \epsilon} C_t(t) x = 0, \quad \forall t \in [0, \epsilon]
\]
hence,
\[
C_{i,j} x = \ldots = C_{i,j} x, \quad 0 = x
\]
(41)
Assumptions 2 and 3, together with our discussion of the implied detectability of the pair $(A_t, C_t(t))$ (see (42)), guarantee that $\Sigma_t(t)$ converges to a positive definite limit denoted $\Sigma^*_t$. Moreover, $\Sigma^*_t$ is stabilizing and is the unique positive definite solution to the algebraic Riccati equation (ARE)
\[
A_t \Sigma_t + \Sigma_t A_t^T + W_t - \Sigma_t \left( \sum_{j=1}^{M} p_{ij} C_{ij}^T V_{ij}^{-1} C_{ij} \right) = 0
\]
(44)
The next lemma says that the periodic function $\Sigma(t)$ oscillates in a neighborhood of $\Sigma^*_t$.

Lemma 10: For all $t \in \mathbb{R}_+$, we have $\Sigma(t) - \Sigma^*_t = O(\epsilon)$ as $\epsilon \to 0$.

Proof: The function $t \to \Sigma(t)$ of Lemma 9 is the strong solution of the periodic Riccati differential equation (PRE) (39). It is periodic and positive semidefinite. From Radon’s lemma [29, p.90], which gives a representation of the solution to a Riccati differential equation as the ratio of solutions to a linear ODE, we also know that $\Sigma^*_t$ is $\mathcal{C}^\infty$ on each interval where $\sigma_t(t)$ is constant, where $\sigma_t(t)$ is the switching signal defined in the proof of Lemma 9. Let $\Sigma_t$ be the average of $t \to \Sigma(t)$
\[
\Sigma_t = \frac{1}{\epsilon} \int_0^\epsilon \Sigma(t) dt
\]
and note that $\Sigma_t$ is positive semidefinite. From the preceding remarks, it is easy to deduce that we have $\Sigma_t(t) - \Sigma^*_t = O(\epsilon)$ for all $t$. Then, averaging the PRE (39) over the interval $[0, \epsilon]$, we obtain
\[
A_t \Sigma_t + \Sigma_t A_t^T + W_t - \frac{1}{\epsilon} \int_0^\epsilon \Sigma(t) (C_t(t))^T C_t(t) \Sigma_t(t) dt
\]
\[
= \frac{1}{\epsilon} (\Sigma_t(\epsilon) - \Sigma_t(0)) = 0
\]
where $C_t(t)$ was defined in (40). Expanding this equation in powers of $\epsilon$, we get
\[
A_t \Sigma_t + \Sigma_t A_t^T + W_t - R(\epsilon) = 0
\]
where $R(\epsilon) = O(\epsilon)$. Let $j_k := \sigma_t(t)$ for $t \in [t + \phi_1 + \ldots + \phi_{k-1}], t + \phi_1 + \ldots + \phi_k \}$. We can then rewrite, using (42)
\[
\frac{1}{\epsilon} \int_0^\epsilon (C_t(t))^T C_t(t) dt = \frac{K}{\epsilon} \int_0^\epsilon \sum_{k=1}^K \phi_k C_{ij}^T V_{ij}^{-1} C_{ij}
\]
\[
= \sum_{j=1}^M p_{ij} C_{ij}^T V_{ij}^{-1} C_{ij}
\]
where $\Sigma_t(t)$ is the strong solution of the PRE, which is $\epsilon$-periodic.

Next, denote by $\tilde{\Sigma}_t(t)$ the solution to the following Riccati differential equation (RDE)
\[
\dot{\tilde{\Sigma}}_t = A_t \tilde{\Sigma}_t + \tilde{\Sigma}_t A_t^T + W_t - \tilde{\Sigma}_t \left( \sum_{j=1}^{M} p_{ij} C_{ij}^T V_{ij}^{-1} C_{ij} \right) \Sigma_t
\]
(43)
\[
\Sigma_t(0) = \Sigma_t(0)
\]
Note moreover that for $\epsilon$ sufficiently small, $\tilde{\Sigma}_t$ is the unique positive semidefinite stabilizing solution of this ARE, using the fact that controllability of $(A_t, W_t^{1/2})$ is an open condition. Now comparing this ARE to the ARE (44), and since the stabilizing
solution of an ARE is a real analytic function of the parameters [36], we deduce that $\sum_{\epsilon} - \sum_{\epsilon} = O(\epsilon)$, and the lemma. Theorem 11: Let $Z^e$ denote the performance of the periodic switching policy with period $\epsilon$. Then $Z^e - Z^e = O(\epsilon)$ as $\epsilon \to 0$, where $Z^e$ is the performance bound (34). Hence, the performance of the switching policy approaches the lower bound arbitrarily closely as the period tends to 0.

Proof: We have

$$Z^e = \lim_{T \to \infty} \frac{1}{T} \int_0^T \left( \sum_{i=1}^N \left( \sum_{j=1}^M \kappa_{ij} \pi^e_{ij}(t) dt \right) \right) dt$$

where $\pi^e$ is the sensor/system assignment of the switching policy. First by using a transformation similar to (42) and using the convention $\kappa_{ij} = 0$ for $j \notin \{0\} \cup \{M+1, \ldots, N\}$ (no measurement or measurement by a dummy sensor), we have for system $i$

$$\frac{1}{T} \sum_{j=1}^M \kappa_{ij} \pi^e_{ij}(t) dt = \frac{1}{T} \sum_{j=1}^M \sum_{n=0}^{r(t)+1} \sum_{j=1}^M \kappa_{ij} \pi^e_{ij}(t) dt$$

and

$$\frac{1}{T} \sum_{j=1}^M \sum_{n=0}^{r(t)+1} \sum_{j=1}^M \kappa_{ij} \pi^e_{ij}(t) dt$$

for all $i \in \{1, \ldots, N\}$.

$\sum_{\epsilon} (I + \phi_1 \epsilon) = \sum_{\epsilon} (I + \phi_1 \epsilon) + \sum_{\epsilon} (I + \phi_1 \epsilon) = T^e \sum_{\epsilon} (I + \phi_1 \epsilon) dt + O(\epsilon)$

(47)

where as before we denote $j_k := \sigma_j(t)$ for $t \in \{I + \phi_1 \epsilon + \cdots + \phi_{k-1} \epsilon \}$. Now, over the period $t \in \{I + \phi_1 \epsilon, \ldots, I + (\phi_1 + \cdots + \phi_k) \epsilon \}$, we have:

$$\sum_{\epsilon} (I + \phi_1 \epsilon | \phi_2 \epsilon) = \sum_{\epsilon} (I + \phi_1 \epsilon) + \sum_{\epsilon} (I + \phi_1 \epsilon) = T^e \sum_{\epsilon} (I + \phi_1 \epsilon) dt + O(\epsilon^2)$$

Using (47), we deduce that

$$\sum_{\epsilon} (I + \phi_1 \epsilon | \phi_2 \epsilon) = \sum_{\epsilon} (I + \phi_1 \epsilon) + \sum_{\epsilon} (I + \phi_1 \epsilon) = T^e \sum_{\epsilon} (I + \phi_1 \epsilon) dt + O(\epsilon^2),$$

By immediate induction, and since $\phi_1 = \cdots + \phi_k = 1$, we then have

$$\sum_{\epsilon} (I + \phi_1 \epsilon | \phi_2 \epsilon) = \sum_{\epsilon} (I + \phi_1 \epsilon) + \sum_{\epsilon} (I + \phi_1 \epsilon) = T^e \sum_{\epsilon} (I + \phi_1 \epsilon) dt + O(\epsilon^2),$$

see, e.g., [37, cor. 13.13]. Hence, for the $p_{ij}$ obtained from the computation of the lower bound (34), these matrices $Q_{ij}^e$ minimize the function $\sum_{i=1}^N \mathrm{Tr}(T^e Q_{ij}^{-1})$ over the matrices $Q_{ij}$ satisfying (46). Thus we obtain a minimizer for (30), with constraints (32). In conclusion, the covariance matrices resulting from the switching policies approach within $O(\epsilon)$ as $\epsilon \to 0$ the covariance matrices that are obtained from the lower bound on the achievable cost. The theorem follows, by bounding above the upper limit of a sum by the sum of the upper limits to get $Z^e \leq Z^e \leq Z^e + O(\epsilon)$. Remark 12: Since the bound computed in (34) is tight, and since it is easy to see that the performance bound of Section III is at least as good as the bound (34) for the simplified problem of that section, we conclude that the two bounds coincide and that Section III gives an alternative way of computing the solution of (34) in the case of identical sensors and one-dimensional systems. Using the closed form expression for the dual function (20), we only need in that case to optimize over the single Lagrange multiplier $\lambda$, independently of the number $N$ of systems, instead of solving the LMI (34), whose number of variables grows with $N$. 3) Transient Behavior of the Switching Policies: Before concluding, we take a look at the transient behavior of the switching policies. We show that over a finite time interval, $\sum_{\epsilon} (I + \phi_1 \epsilon)$ remains close to $\sum_{\epsilon} (I + \phi_1 \epsilon)$, solution of the “averaged” RDE (43). Together with the previous result of Lemma 9 on the asymptotic behavior, we see then that $\sum_{\epsilon} (I + \phi_1 \epsilon)$ remain close for all $t$. For a matrix $A$, we denote by $||A||_{\infty}$ the maximal absolute value of the entries of $A$. Lemma 13: For all $0 \leq t_0 < \infty$, there exist constants $\epsilon_0 > 0$ and $M_0 > 0$ such that for all $0 < \epsilon < \epsilon_0$ and for all $t \in [0, t_0]$, we have $||\sum_{\epsilon} (I + \phi_1 \epsilon)||_{\infty} \leq M_0 \epsilon$. Proof: As in the proof of Lemma 10, by Radon’s lemma we know that $\sum_{\epsilon} (I + \phi_1 \epsilon)$ is $C^{\infty}$ on each interval where $\sigma_j(t)$ is constant. We have then, over the interval $t \in [I, (I + \phi_1) \epsilon]$, for $l \in \mathbb{N}$

$$\sum_{\epsilon} (I + \phi_1 \epsilon) = \sum_{\epsilon} (I + \phi_1 \epsilon) + \sum_{\epsilon} (I + \phi_1 \epsilon) = T^e \sum_{\epsilon} (I + \phi_1 \epsilon) dt + O(\epsilon^2)$$

where as before we denote $j_k := \sigma_j(t)$ for $t \in \{I + \phi_1 \epsilon + \cdots + \phi_{k-1} \epsilon \}$. Now, over the period $t \in \{I + \phi_1 \epsilon, (I + \phi_1 + \cdots + \phi_k) \epsilon \}$, we have:

$$\sum_{\epsilon} (I + \phi_1 \epsilon | \phi_2 \epsilon) = \sum_{\epsilon} (I + \phi_1 \epsilon) + \sum_{\epsilon} (I + \phi_1 \epsilon) = T^e \sum_{\epsilon} (I + \phi_1 \epsilon) dt + O(\epsilon^2).$$

Using (47), we deduce that

$$\sum_{\epsilon} (I + \phi_1 \epsilon | \phi_2 \epsilon) = \sum_{\epsilon} (I + \phi_1 \epsilon) + \sum_{\epsilon} (I + \phi_1 \epsilon) = T^e \sum_{\epsilon} (I + \phi_1 \epsilon) dt + O(\epsilon^2),$$

By immediate induction, and since $\phi_1 + \cdots + \phi_k = 1$, we then have

$$\sum_{\epsilon} (I + \phi_1 \epsilon | \phi_2 \epsilon) = \sum_{\epsilon} (I + \phi_1 \epsilon) + \sum_{\epsilon} (I + \phi_1 \epsilon) = T^e \sum_{\epsilon} (I + \phi_1 \epsilon) dt + O(\epsilon^2),$$

have for system $i$

$$\frac{1}{T} \sum_{j=1}^M \sum_{n=0}^{r(t)+1} \sum_{j=1}^M \kappa_{ij} \pi^e_{ij}(t) dt$$

and

$$\frac{1}{T} \sum_{j=1}^M \sum_{n=0}^{r(t)+1} \sum_{j=1}^M \kappa_{ij} \pi^e_{ij}(t) dt$$

for all $i \in \{1, \ldots, N\}$. 

$\sum_{\epsilon} (I + \phi_1 \epsilon | \phi_2 \epsilon) = \sum_{\epsilon} (I + \phi_1 \epsilon) + \sum_{\epsilon} (I + \phi_1 \epsilon) = T^e \sum_{\epsilon} (I + \phi_1 \epsilon) dt + O(\epsilon^2),$$

Using (47), we deduce that

$$\sum_{\epsilon} (I + \phi_1 \epsilon | \phi_2 \epsilon) = \sum_{\epsilon} (I + \phi_1 \epsilon) + \sum_{\epsilon} (I + \phi_1 \epsilon) = T^e \sum_{\epsilon} (I + \phi_1 \epsilon) dt + O(\epsilon^2),$$

By immediate induction, and since $\phi_1 + \cdots + \phi_k = 1$, we then have

$$\sum_{\epsilon} (I + \phi_1 \epsilon | \phi_2 \epsilon) = \sum_{\epsilon} (I + \phi_1 \epsilon) + \sum_{\epsilon} (I + \phi_1 \epsilon) = T^e \sum_{\epsilon} (I + \phi_1 \epsilon) dt + O(\epsilon^2),$$

see, e.g., [37, cor. 13.13]. Hence, for the $p_{ij}$ obtained from the computation of the lower bound (34), these matrices $Q_{ij}^e$ minimize the function $\sum_{i=1}^N \mathrm{Tr}(T^e Q_{ij}^{-1})$ over the matrices $Q_{ij}$ satisfying (46). Thus we obtain a minimizer for (30), with constraints (32). In conclusion, the covariance matrices resulting
Hence, by (42), 
\[ \Sigma_{i}^{T} (I + \epsilon) = \Sigma_{i}^{T}(le) + \epsilon \left\{ A_{i} \Sigma_{i}^{T}(le) + \Sigma_{i}^{T}(le) A_{i}^{T} + W_{i} \right\} - \Sigma_{i}^{T}(le) \left( \sum_{j=1}^{M} p_{ij} C_{ij}^{T} \right) V_{ij}^{-1} C_{ij} \Sigma_{i}^{T}(le) \} + O(\epsilon^{2}). \]  

(48)

But notice now that the approximation (48) is also true by definition for \( \Sigma_{i}^{2}(t) \) over the interval \( t \in [k\epsilon, (k+1)\epsilon] \). Next, consider the following identity for \( Q \), \( X \), and \( \hat{X} \) symmetric matrices
\[ A\hat{X} + \hat{X} A^{T} - \hat{X}Q\hat{X} - (AX + XA^{T} - XQX) = (A - \hat{X}Q) \times (X - \hat{X}) + (\hat{X} - X)(A - \hat{X}Q)^{T} + (\hat{X} - X)Q(\hat{X} - X). \]

Letting \( Q = \sum_{j=1}^{M} p_{ij} C_{ij}^{T} V_{ij}^{-1} C_{ij} \), \( \Delta_{i}(l) = \Sigma_{i}^{T}(le) - \Sigma_{i}^{T}(le) \), we obtain from this identity
\[ \Delta_{i}(l+1) = \Delta_{i}(l) + \epsilon \left\{ (A - \hat{X}Q) \Delta_{i}(l) + \Delta_{i}(l) A - \hat{X}Q \Delta_{i}(l) \} + O(\epsilon^{2}). \]

Note that \( \Delta_{i}(0) = 0 \) and \( \Sigma_{i}(t) \) is bounded, so by immediate induction we have
\[ \Delta_{i}(l) = \sum_{k=1}^{l} R_{k}(\epsilon), \quad \text{where} \ R_{k}(\epsilon) = O(\epsilon^{2}) \ \text{for all} \ k. \]

Fix \( T_{0} \geq 0 \). We have then
\[ \Sigma_{i} \left( \left[ \begin{array}{c} T_{0} \\ \epsilon \end{array} \right] \right) - \sum_{i}^{\epsilon} \left( \left[ \begin{array}{c} T_{0} \\ \epsilon \end{array} \right] \right) = \epsilon \left( \left[ \begin{array}{c} T_{0} \\ \epsilon \end{array} \right] \right) = O(\epsilon), \]

This means that there exist constants \( \epsilon_{0}, M_{0} > 0 \) such that
\[ \left\| \Sigma_{i} \left( \left[ \begin{array}{c} T_{0} \\ \epsilon \end{array} \right] \right) - \sum_{i}^{\epsilon} \left( \left[ \begin{array}{c} T_{0} \\ \epsilon \end{array} \right] \right) \right\|_{\infty} \leq M_{0} \epsilon \]

for all \( 0 < \epsilon < \epsilon_{0} \). It is easy to see from the argument above that a similar approximation is in fact valid for all \( t \) up to time \( T_{0}/\epsilon \).

4) Numerical Simulation: On Fig. 1, we compare the covariance trajectories for Whittle’s index policy, the periodic switching policy and the greedy policy (measuring the system with highest current mean square error on the estimate) for a simple problem with one sensor switching between two scalar systems. Significant improvements over the greedy policy can be obtained in general by using the periodic switching policies or the Whittle policy. An important computational advantage of the Whittle policy for large-scale problems with a limited number of identical sensors is that by using the closed form solution of the indices provided in Section III-B-3, it requires only ordering \( N \) numbers (which is the same computational cost as for the greedy policy), whereas designing the open-loop switching policy requires computing the solution of the program (34). On Fig. 2, we plot the performance of the periodic switching policy for the same example, as the period \( \epsilon \) increases. It is interesting to note the graceful performance degradation, which seems to extend the intuition of Theorem 11 to relatively large period lengths.

Finally, we show an example of simulations for a larger-scale problem. We consider the scheduling of 30 sensors measuring the state of a single 20-dimensional system. The problem parameters (matrices and costs) are randomly generated. This results in an LMI with 450 variables, which can be solved in a few seconds on a standard laptop using CVXOPT [38]. The subsequent Birkhoff-von Neumann decomposition only takes a few milliseconds. To illustrate a quick extension of the basic LMI (34), we added the linear constraint \( \sum_{j=1}^{N} p_{ij} \leq \rho \) with \( \rho \in (0, 1] \). This constraint models the requirement that only a
fraction $\rho$ of each period can be spent measuring the system, due for example to the controller implementation platform executing other tasks. We call the time where no sensor measures the system the “passive mode”, and plot the performance bound provided by the LMI as a function of $1 - \rho$ on Fig. 3. The cost blows up as $\rho$ approaches 0 because the system turned out to be unstable in this example.

V. CONCLUSION

In this paper, we have considered an attention-control problem in continuous time, which consists of scheduling sensor/target assignments and running the corresponding Kalman filters. We proved that the bound obtained from a relaxation inspired by the RBP is tight, assuming we allow the sensors to switch arbitrarily fast between the targets. An open question is to characterize the performance of the restless bandit index policy derived in the scalar case. It was found experimentally that the performance of this policy seems to match the bound, but we do not have a proof of this fact. Obtaining optimal policies in a feedback form for the multidimensional case would also be of interest. For practical applications, the main limitation of our model concerns the absence of switching costs and delays. Still, the optimal solution obtained in the absence of such costs should provide insight into the derivation of heuristics for more complex models. Additionally there are numerous sensor scheduling applications, such as for telemetry-data aerospace systems or radar waveform selection systems, where the switching costs are not too important.
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