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Abstract  The Electroencephalogram (EEG) is an
important clinical and research tool in neurophysiology.
With the advent of recording techniques, new evidence
is emerging on the neuronal populations and wiring in
the neocortex. A main challenge is to relate the EEG
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generation mechanisms to the underlying circuitry of
the neocortex. In this paper, we look at the principal
intrinsic properties of neocortical cells in layer 5 and
their network behavior in simplified simulation mod-
els to explain the emergence of several important EEG
phenomena such as the alpha rhythms, slow-wave sleep
oscillations, and a form of cortical seizure. The models
also predict the ability of layer 5 cells to produce a reso-
nance-like neuronal recruitment known as the augment-
ing response. While previous models point to deeper
brain structures, such as the thalamus, as the origin of
many EEG rhythms (spindles), the current model sug-
gests that the cortical circuitry itself has intrinsic oscil-
latory dynamics which could account for a wide variety
of EEG phenomena.

1 Introduction

The scalp electroencephalogram (EEG) is a spatially
filtered version of the underlying cortical field potentials.
Despite the advent of other recording techniques, EEG
remains an attractive modality due to its non-invasive-
ness (scalp electrodes) and ability to convey real-time
information about the brain state of wakefulness for
extended periods of time. As such, EEG is used clinically
to study sleep disorders (Sinton and McCarley 2000),
to analyze brain behavior under seizures (Mormann
et al. 2000), and to follow the level of consciousness
under anesthesia (Tung 2005). It is furthermore used in
research to define the neurophysiological correlates of
established behavior such as cognitive processing (Mima
et al. 2001; Tallon-Baudry and Bertrand 1999), audi-
tory response, eye movement, and memory formation
(Klimesch 1999).
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Despite its extensive use, the mechanisms underlying
EEG generation are less well understood and remain an
active research question in neuroscience. As EEG rep-
resents aggregate electric field potential that emanates
primarily from the outer layer of the cortex (neocortex)
(Nunez 1981; Destexhe et al. 1999), the challenge is to
explain EEG phenomena characteristic of specific brain
states in terms of the associated firing activity in neo-
cortical circuits. Ideally, the circuit behavior can be also
understood in terms of the information processing that
is likely to be taking place.

Earlier work in this area varied from very basic, such
as representing EEG as emanating from abstract cur-
rent sources (Nunez 1995; Wright and Liley 1995), to
rhythm-specific (thalamic spindle activity in Contreras
et al. 1997; alpha rhythms in Jones et al. 2000; sleep in
Compte et al. 2003; Timofeev et al. 2000) in the sense
that the models were not clearly compatible with models
explaining different rhythms.

A salient feature of the majority of such modeling
efforts is that the rhythmicity of EEG was due pri-
marily to the action of deeper brain structures such as
the thalamus or hippocampus (Bazhenov et al. 1998a,b;
Contreras et al. 1997; Destexhe et al. 1996). The neocor-
tex is presumed to simply reflect oscillations passively
without major intrinsic oscillatory dynamics.

While a number of EEG rhythms and signals (e.g.
sleep spindles) have been demonstrated to have a tha-
lamic origin, it has been suspected that other rhythms
have at least a significant cortical contribution since
these were sustained in athalamic animals. However, the
nature of this contribution has not been characterized
heretofore.

In the current work, we look at phenomological,
anatomic, and neurophysiological evidence from the
cortical circuit itself to understand its intrinsic oscilla-
tory properties. We devise simplified wiring and neu-
ronal diagrams of the neocortex at three spatial scales
that emphasize the intrinsic dynamics of large cells in
layer 5, known as tufted layer 5 cells (TLS in short).
We illustrate how this architecture and the associated
dynamical behavior can be used to study well known
EEG rhythmicities such as the alpha rhythms (~ 10 Hz)
observed over the visual areas under attentional idling
conditions (reviewed in Lopes Da Silva 1991), the
slow-wave sleep (< 1 Hz) whichis recorded in later stages
of deep sleep (reviewed in Steriade et al. 2001), and
a type of cortical seizure that results from disinhibi-
tion of cortical neurons (Castro-Alamancos 2000). The
simulated model of layer 5 neurons replicates exper-
imental data under the aforementioned brain states.
It furthermore predicts a form of increased excitabil-
ity under repetitive ~10Hz stimulation of cortical
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tissue, known as the augmenting response, and thought
to be an effective “start-up” or recruitment mechanism
by which large neuronal populations may be quickly
recruited by cortical or subcortical inputs(Castro-
Alamancos and Connors 1996a,b; Bazhenov et al. 1998;
Gernier et al. 1998).

Accordingly, the presented modeling framework rep-
resents a coherent test-bed for a wide range of slow
EEG oscillatory rhythms (< 15 Hz), and that is in agree-
ment with a large repertoire of recent psychological,
anatomical, and neurophysiological evidence (cellular
and system levels).

In the next section, we outline the proposed basic
cortical circuit along with supporting evidence at the
cellular and network level. We then develop mathe-
matical models of various cells based on a simplified
Hodgkin—-Huxley formulation of neuronal models, and
then summarize the principal dynamics of this cortical
circuit. These models are used next to explain the emer-
gence of augmenting responses, alpha waves, slow-wave
sleep and disinhibition-induced seizures. We conclude
by highlighting the implications and limitations of this
framework for cortical rhythm modeling.

2 Materials and methods
2.1 Cortical model

The neural populations of the cerebral cortex vary in
complexity and functionality among various cognitive
systems. We will therefore seek to reduce such complex-
ity by adopting the simplest structure widely believed
to exist as an underlying skeleton in the neocortex. In
particular, we adopt the segregation of neocortical neu-
ral populations according to mainly six cortical lam-
ina or layers (Mountcastle 1998) that lie parallel to the
cortical surface (Fig. 1). Such layers are distinguished by
the anatomical and electrophysiological properties of
their constituent neurons. The superficial layers of the
neocortical model (layers 1-3) will be constructed from
basic regularly spiking excitatory pyramidal cells (nearly
uniformly-timed firing). The middle layer 4, existing
mainly in sensory systems, will consist of excitatory spiny
stellate cells. The deep layers (layers 5, 6) have the
regularly spiking pyramidal cells in addition to a special-
ized form of pyramidal cell known as the tufted layer 5
cell (TLS) which can act as regularly spiking or burst-
ing cell, to be detailed later. Finally, the model will in-
clude the inhibitory interneurons that exist in all layers
and act to control excitation of various pyramidal cell
populations.
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Fig. 1 Schematic of the
different scales involved in
EEG generation. Top Scalp

scalp EEG

EEG recording and
neocortical depth slice.
Bottom Laminar distribution
of representative cellular
populations in the neocortex.
Note that thickness is not to
scale

cortical surface

VI

grey matter

2.1.1 Salient horizontal connectivity

The model describes emergent rhythms based on inter-
action between cortical neuronal networks organized at
three spatial scales of horizontal connectivity. (Figs. 2—4).

()

(b)

At the finest scale is the cortical column, which is a
well documented aggregation of neurons extend-
ing to about 0.1-0.3 mm in diameter and defined by
the spatial spread of specific driving inputs arriving
at the middle cortical layer 4 (in sensory cortices,
these inputs arrive from modality-specific thalamic
nucleisuch as the LGN in the visual system or from
distant cortical areas). In the current model, neu-
ral populations of various layers within a cortical
column are represented simply by a single neuron
of each basic type (Figs. 2-4) since evidence sug-
gest strong synchronization to exist within a corti-
cal column [apparently mediated by mechanisms
such as interneuronal electrical coupling (Tamas
et al. 2000), and facilitated neuronal connectivity
(Feldmeyer and Sakmann 2000)].

At the intermediate scale is a circuit that we intro-
duce here and term the local columnar assem-
bly LCA shown in Fig. 2. This is defined by the
spatial extent of horizontal excitatory connections
between layer 5 neurons of the neocortex
(Feldmeyer and Sakmann 2000; Markram 1997),
and as such can include groups of connected cor-
tical columns (previous scale) up to a diameter of
1-2mm (see also below).

‘ Local Columnar Assembly (LCA)
\

1-2 mm
Cortical column

0.1-0.3 mm

lower—order
input

Fig. 2 Two spatial scales of the model. The cortical column is
defined by horizontal spread of middle layer 4 input (0.1-0.3 mm
in diameter). The local columnar assembly (LCA) is defined by
the horizontal spread of TL5 neuron connections (1-2mm in
diameter)

(c) At the coarsest scale is what we term the inter-
areal columnar assembly ICA shown in Fig. 3. This
describes connectivity between cortical columns,
and thereby implicitly between portions of col-
umn assemblies, belonging to distant cortical areas
(>2mm). While the previous scales were mediated
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Fig. 3 Final spatial scale of
the model. The inter-areal
columnar assembly (ICA) is
defined by the long-range
(cortico—cortical) connections
arriving in middle layers

Higher order area

(feedforward) or the upper
layers (feedback) and is of
>2mm in length

Inter—areal assemby (ICA)

|
gl

> 2 mm

higher—order input (feedback)

lower—order input(feedforward) T\

Fig. 4 Major connectivity
inside a cortical column (left)

s =S
S
*@@ﬁ@ﬁ%ﬁ%ﬁ“

= SRS

Lower order area

Higher—order input (diffuse)

and at the local columnar
assembly (LCA) scale. All
connections shown are
excitatory, except for IL
(intralaminar interneuron) to
P2,3 connection which is
inhibitory. Within a column,
TLS cells receive input from
other layers as shown and

P23

[ ]
av}
=

P23

TLS5

P23

provide inhibitory feedback

to layers 2,3. At the LCA
scale, TL5 neurons receive
connections from TLS
neurons and layer 6 neurons
of other columns. Long-range

| TLS

— 1 |

inputs are either to the middle

or upper layers (as in Figs. 2,3) 0.1—03 mm

—

> Lower—order input (column specific)

by axonal branching inside the necortex, connec-
tivity at this scale is mediated by long axons going
into the grey matter and are known as cortico—cor-
tical fibers.

In general, cortico—cortical connections have been
best characterized in sensory systems and are usually
initiated and terminated in specific cortical layers. This
restricted connectivity is especially clear when two
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1-2mm

cortical areas form a hierarchy of information transfer
(Mountcastle 1998; Fellman and Van Essen 1991); that
is, when one “lower-order” area lies closer to the input
sensory origin (e.g. early visual processing stage) while
the other “higher-order” area lies further downstream
(later visual processing). In this case, evidence shows
two distinct patterns of cortico—cortical connections:
(1) lower-to-higher order or ascending (feedforward) in-
puts arriving mainly at the middle cortical layers (layer
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4 and lower layer 3) and are spatially restricted to the
cortical column (the lowest scale of the model), and
(2) higher-to-lower order or descending (feedback)
inputs avoiding middle layers, arriving at the superfi-
cial layers 1-2 (and possibly deep layer 5) and are more
spatially diffused (Fellman and Van Essen 1991; Call-
away 1998; Cauller et al. 1998) beyond the boundaries
of a single column (the local columnar assembly scale of
the model).

2.1.2 Salient vertical connectivity

We will next describe the major pathways which connect
cells of different laminar origin at the three horizontal
scales introduced above.

(a) The circuit associated with the lowest horizon-
tal scale (functional column, Fig. 4) emphasizes
the following interlaminar or vertical connections.
First, a strong pathway exists from pyramidal cells
in layer 3 (P2,3) to large Tufted Layer 5 cells
(TL5), but not smaller cells of deeper layer 5 (P5),
and is focused within a functional column spatial
extent (Thomson and Deuchars 1997; Schubert
et al. 2001; Kaneko et al. 2000). Excitatory feed-
back into layer 3, on the other hand, originates
from smaller layer 5 (regularly spiking) cells P5
(Callaway 1998). We also utilize various exper-
imental evidence (Mountcastle 1998) to support
the existence of layer 5 to layer 6, layer 6 to layers
5 and 4, and layer 4 to layer 5 connections. Also
at this scale, an inhibitory pathway from layer 5
to layer 3 is incorporated (discussed below) and
mediated by interneurons located in layer 5 (IL in
Fig. 4).

(b) The vertical connectivity associated with the inter-
mediate (local columnar assembly) scale consisted
mainly of layer 6 pyramidals (P6, Fig. 4) target-
ing TLS but not smaller RS cells P5 in layer five
(Schubert et al. 2001).

(c) Finally, vertical connections at the largest scale fol-
low layer-specific topology, as mentioned earlier.
In particular, if two interacting areas are of the
same order, connectivity is restricted to be within
the same layer (e.g. layer 3 to layer 3). Interac-
tions between different order areas, however, can
be either ascending or descending. We consider
ascending connections to originate from layers 3
and 5 and to target the middle layer 4 (P4) of the
higher order area. Descending connections, on the
other hand, originate from layer 5 pyramidal cells

and target layers 1 and 5 (P2,3 and TLS) of the
lower order area, as shown in Fig. 4.

2.1.3 Layer 5 properties

At least two distinct types of pyramidal cells exist in
layer five of the neocortex (Feldmeyer and Sakmann
2000; Markram 1997; Williams and Stuart 1999). The
first, or tufted layer 5 cells (TLS), are large with thick
apical dendritic tuft reaching into superficial cortical lay-
ers 1 and 2 (TL5 in Fig. 1). The second are smaller with
thin dendritic tuft reaching middle cortical layers (P5).
The distinction is based on morphology, synaptic targets
and firing characteristics. The model we present places
special emphasis on TL5 cells, as follows.

(a) Intra-columnar connectivity: Within their imme-
diate neighborhood in a cortical column, TLS5 cells
are reciprocally connected to key pyramidal cell
populations across cortical depth and thus have
access and are able to modify the output of both
superficial (layers 2,3) and deep infragranular
(layers 5,6) pyramidal cell populations (Schubert
et al. 2001).

(b) Intra-layer connectivity: Within their own layer,
TLS cells form an extensively-connected network
of neurons which goes beyond the functional
boundaries of a single cortical column (Feldmeyer
and Sakmann 2000; Markram 1997; Thomson and
Bannister 1998) up to distances of 1-2 mm. These
connections are especially strengthened, enhanced
or facilitated between TLS5 cell pairs undergoing
bursting (Williams and Stuart 1999; Galarreta and
Hurstin 2000). In fact, it is these enhanced activa-
tion patterns under bursting that lead us to define
the local columnar assembly LCA scale.

(c) Inter-laminar inhibition: An inhibitory pathway
from layer 5 to layer 3 pyramidal cells exists (IL
in Fig. 4) and is selectively activated during ac-
tive cognitive states thus controlling the output of
superficial layers 2, 3 (Xiang et al. 1998; Kawagu-
chi and Kubota 1997). This pathway is likely med-
iated by a specialized interneuron type known as
low threshold spiking interneurons (LTS) whose
activation requires high frequency synaptic inputs
(Thomson and Deuchars 1997; Goldberg et al.
2004). Inhibition within layer 5, on the other hand,
could be mediated by a network of fast spiking
(FS) interneurons which modulate the firing prop-
erties of both layer 5 pyramidal cells and LTS
neurons. Note that electrical coupling within this
FS interneuronal network could also promote

@ Springer



294

Biol Cybern (2006) 95:289-310

A B A+B A+B-C

I~

Fig. 5 Firing dynamics of TL5 cells. (a) inputs applied to three
dendritic zones amplify or suppress the ability of a TLS cell to
burst. Inputs to zone A provide little injected current into the
soma, inputs to zone B could result in regular firing in that cell. A
coupling of both inputs within 20 ms, however, causes a dendritic
Calcium action potential Ca®* with a corresponding burst at the

synchronization between pyramidal cells within a
cortical column (Tamas et al. 2000) but is not mod-
eled here.

(d) Firing dynamics—Bursting: While small pyrami-
dal cells in layer 5 are of the regularly spiking
type (P5), the larger cells TLS can fire in either
a regularly spiking mode or a bursting mode (2-4
spikes per burst). The change in TLS cell firing
depends on neuromodulating currents (Wang and
McCormick 1993) as well as on the synaptic input
patterns into three main dendritic zones of these
cells (Williams and Stuart 1999; Larkum et al.
1999a,b; Schwindt and Crill 1999) as shown in
Fig. 5a: the apical dendritic tuft (zone A), the basal
dendritic tuft (zone B) and the middle dendritic
area (zone C). While synaptic inputs to distal zone
A provide little injected current into the soma (and
are thus electrically distant), inputs to zone B could
result in regular firing in the cell due to proxim-
ity of this zone to the soma. In this case, the cell
regular firing yre, can be approximated by the rela-
tionship

(1, if Ryl > Vi
Yreg = [0, else, )

where I3 is the current applied to zone B, Ry, is the
associated gain, and VR is the regularly spiking
threshold.

Interestingly, when inputs are applied to both zones
A and B within a ~20ms time window, a burst of ac-
tion potentials is produced in the cell. Moreover, this
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cell axonal output. Zone C acts as a bottleneck between the two
zones. (b) Simulated window of facilitation over which the thresh-
old for bursting is reduced. Plotted here is the reduction in the
threshold dendritic depolarization Vy, as a function of the time
difference At = tq — f. (see text, curve based on experimental
results of Larkum et al. 1999a)

bursting occurs at a lower threshold than that required
if either input to zone A or B is applied alone. Here,
zone C acts as a bottleneck between the two zones A
and B in that it either facilitates or inhibits the cells abil-
ity to burst. Such a mechanism can be thought of as a
logical gating relationship. Assuming that an input to
zone A injects current /a at time ¢4 and another input to
zone B injects current /g at time £, then the cell bursting
behavior yy,5¢ can be approximated as

1, it 1+ Kclo)(Kala + KplB) > Vin(ta — ts)

Yburst = IO’ clse,

2

where [, is the input to zone m and K, is the asso-
ciated gain (m = {A, B, C}). In Eq. (2), yburst depends
on a threshold voltage Vi, which varies depending on
tq and s the time of arrival of inputs to zones A and B,
respectively. Inputs /¢ to zone C modulate the cell abil-
ity to reach bursting threshold according to K. Phys-
ically, a burst is essentially produced when a Calcium
action potential (Ca?t-AP) is generated in the den-
dritic zone A and propagates to the soma. This dendritic
Ca?*-AP is aided by a back propagating somatic action
potential (BAC) and enhanced/reduced by middle zone
C inputs. The function Vi, (g — ts) produces a time win-
dow of facilitation over which the threshold for burst-
ing is reduced. Figure 5b shows such reduction in the
threshold dendritic depolarization required to induce
dendritic Ca®*-AP and subsequently somatic burst gen-
eration (Larkum et al. 1999). Recent experimental
recordings under in vivo-like conditions have shown
that such coupling between zones A and B in TLS cells
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indeed increase drastically the ability of apical arriving
inputs in changing the firing patterns of TLS cells
(Larkum et al. 2004).

(e) Firing dynamics—Input amplification: TL5 pyra-
midal neuron possesses a high gain amplification
property under minimal input excitatory states,
such as during sleep (Sanchez-Vives and
McCormick 2000). This amplification occurs due
to both (1) reduced inhibition under such states,
and (2) a rebound depolarization property of TL5
cells. First, the level of inhibition have been
reported to be lowered in at least one subpopu-
lation of TLS cells under reduced excitation states
(Schubert et al. 2001; Hefti and Smith 2000) allow-
ing such cells to be more active compared to neigh-
boring cells. Second, TLS cells have been shown
to depolarize upon release from inhibition and to
even produce action potentials (similar to depress-
ing and then releasing a spring), a phenomenon
known as rebound depolarization (shown in
Fig. 7a). This behavior is mediated by the inter-
play between an intrinsic ionic current known as
low threshold Ca?t current It (Thomson and
Deuchars 1997; Chen et al. 1996) with another
inward current called hyperpolarization-activated
cation current I, (Burger et al. 2003).

(f) Circuit dynamics: The essential features of layer 5
cells used here are, first, their greater excitability
compared to cells in layers 2,3 (Schubert
et al. 2001); second, their propensity, especially
TL5 cells, to sustain oscillations around 10 Hz; and,
third, their ability to spread synchronous activa-
tion within layer 5 between cortical columns to
reach the columnar assembly scale (LCA)
defined here. This is supported by several experi-
ments. In slice preparations, TLS cells were seen to
have lower inhibition than regularly spiking cells
in layers 2,3 (cat motor cortex in Van Brederode
and Spain 1995) and in layer five (Schubert et al.
2001). Consequently, TLS5 cells sustained emergent
oscillations in the 8-10 Hz range under increased
excitability (Spain et al. 1991) or unaltered excit-
ability (optical recordings in Wu et al. 1999).
Similar properties were recorded in behaving ani-
mals; in particular, in vivo experimental proce-
dures in rats implicate a qualitatively similar role
for layer 5 cells in signal propagation between
cortical columns after whisker stimulation
(Armstrong-James et al. 1992). Activation of layer
5 appeared to be spatially distributed (Ghazanfar
and Nicolelis 1999), thus extending to the LCA

scale, and preceded that of the superficial layers
(Brumberg et al. 1999).

2.1.4 Cellular models

For all simulations, reported here as either firing pat-
terns or surface EEG, single model neurons were used
to represent the collection of each principal type of
neuron within a cortical column. Regular spiking neu-
rons and interneurons (all of the FS variety) were mod-
eled using a simplified version of the Hodgkin—Huxley
formulation which we refer to as Wilson-type models
(developed by Wilson 1999) with a single synaptic in-
put zone per unit (see Supplementary Materials section
for cellular and synaptic model details). TLS cells, on
the other hand, had two input zones, distal and basal,
whose interaction dynamics replicated the switch in fir-
ing mode reported in the literature (Larkum et al. 1999a;
Schwindt and Crill 1999). These cells also had somatic
currents that produced rebound depolarization (Castro-
Alamancos and Connors 1996a). In addition to the
aforementioned Wilson-type models, we developed
two-compartment Hodgkin—-Huxley (H-H) models of
TLS cells with detailed channel dynamics of about 18
ionic currents. The H-H model of a TL5 cell, whose fir-
ing dynamics approximate experimental data (Larkum
et al. 1999a; Schwindt and Crill 1999), was utilized in
the single pair simulation of augmenting responses and
served to emphasize the generality of our results when
more detailed cell models are incorporated.

2.1.5 Framework of models versus single
comprehensive model

Different EEG phenomena are produced by different
neuronal and network dynamics at various levels of
physical scale. To capture realistically all EEG behavior
within a single model would require the simultaneous
simulation of at least hundreds of physiologically realis-
tic neurons. While being an eventual goal, a large-scale
model easily obfuscates rather than clarifies the interac-
tions essential for each phenomenon. Moreover, it may
be too cumbersome to be used easily for study of specific
conditions. On the other hand, a collection of mutually
consistent simpler models that each emphasizes certain
dynamics can afford great insight and computational
tractability. We have therefore developed three sepa-
rate but mutually consistent models for different EEG
features. The first two models (AR-D) and (AR-A)
simulated the augmenting response at two levels of
neuronal details. The first (AR-D) utilized incorporated
detailed Hodgkin—-Huxley dynamics for cellular ionic
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Fig. 6 a Experimental recording showing augmented responses
(AR) in rat cortex. With each stimulus delivered (vertical line,
100 ms separation), cellular firing in layer 5 increases from 1 to 3
spikes per stimulus. Figure adapted from Castro-Alamancos and
Connors (1996b) (Copyright 1996 by the Society for Neurosci-

currents. The second (AR-A) used approximations of
H-H dynamics to simulate the same phenomenon. The
third and final model used the approximated H-H dynam-
ics (thus termed A-HH) to simulate alpha, slow-wave
sleep, and disinhibition induced seizures.

The simulations incorporate a minimal set of ele-
ments and several approximations needed to highlight
major players in each rhythm. In several instances, we
provide two different versions of a model (simplified or
more detailed neurocircuit) to show the basic mecha-
nisms that we believe are independent of omitted level
of detail. The parameters of various models used to
investigate each rhythm are given in the Supplementary
Materials section.

2.2 Test rhythms

We will next briefly present a set of EEG rhythms which
have been shown experimentally to be of mainly cortical
origin. Therefore, our modeling framework will be able
to reproduce such rhythms, at least qualitatively, and it
will be consistent with recordings at both the cellular
level and the EEG level.

2.2.1 Augmenting responses

Augmenting response (AR) refers to the increased
depolarization and cortical activation observed under
repetitive stimulation of a cortical set of neurons
(Castro-Alamancos and Connors 1996a,b). ARs have
been reported to occur in several cortical areas by deliv-
ering stimulus trains locally or to specific thalamic
nuclei in the 10 Hz range as well as by stimulating the
white matter or callosally-projecting fibers (across hemi-
spheres) in athalamic animals (thalamus removed). Since
ARs increase cortical activation, they are thought to
have an important potential role in promoting short-
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ence). b Experimental recording of slow wave sleep EEG (top
trace) and corresponding cellular recordings. Note the up and
down states. Figure adapted from Steriade 2001 (with permission,
Copyright 2001 by the American Physiological Society)

EEG area WW“MM W,
| H |

term plasticity in thalamocortical systems as well as in
enhancing sustained activity in cortical networks (Nunez
et al. 1993; Bazhenov et al. 1998a,b).

At the cellular level of rhythm generation, augmen-
tation is manifested by bursting-like behavior in layer
5 cells and is maximally evoked in periods of sustained
hyperpolarization. That is, such cells will burst, linked to
AR, after having been inhibited for relatively long peri-
ods of time (Fig. 6a). At the network level, augmenta-
tion shows maximal spatial spread in layer 5 upon 10 Hz
repetitive stimulation (Castro-alamancos and Connors
1996b). The latter points to an integral role for burst-
ing (TL5) cells in initiating, and possibly sustaining AR
within the TLS network of connected neurons.

2.2.2 Alpha-like rhythms

Alpha band activity is commonly recorded over the
visual cortex under periods of unfocused attention and
is especially prominent in eyes-closed, rest conditions
(Lopes da Silva 1991). Visual alpha rhythms are thus
referred to as idling alpha and have a dominant fre-
quency of 8~10Hz. Idling alpha disappears when eyes
are open and the level of attention, or cortical activation
is increased. Similar idling rhythms have been reported
to occur over somatosensory cortex (mu rhythms) and
auditory cortex (tau rhythms) (reviewed in Basar et al.
2001). Earlier experiments on visual alpha origins sug-
gest that it could be represented by an equivalent dipole
in upper layer 5 in the cortex of dogs, and is also possibly
of cortical origin (Lopes da Silva 1991).

While the traditional view of alpha-band activity
(8-12Hz) has been that of an idling signature, more
recent experiments point to a different form of alpha
band rhythms located in the higher frequency band
(10-12Hz), and could possibly be related to early
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recognition. As such, this new form of alpha is referred
to as functional alpha rhythms (Basar et al. 2001).

2.2.3 Slow-wave sleep oscillations

Slow wave sleep rhythms occur during later stages of
sleep (stages 3,4). These are characterized by a signa-
ture slow oscillatory cycle (<1Hz) during which two
states (up and down) of cellular activation alternate
(reviewed in Steriade et al. 2001). During the first part of
a cycle, the down state, there is a prominent EEG wave,
that reflects a period of dominant neuronal silence or
hyperpolarization (Fig. 6b). During the second part of a
cycle, the up state, cells are highly active and tend to fire
at increased frequencies which are in turn reflected at
the EEG level as a progression of oscillations (spindles
10-14 Hz, followed by a beta range >20Hz activity).
Finally, the up state ceases and gives way to a period of
neuronal silence, ending the slow-wave cycle.

Slow wave oscillations are of cortical origin since
these have been reported to occur in athalamic animals
in vivo (Steriade et al. 2001), as well as in situ cortical
slices (Sanchez-Vives and McCormick 2000).

2.2.4 Disinhibition-induced seizures

Starting from a period of slow-wave sleep, EEG rhythms
have been shown to progress to a form of characteris-
tic spike-and-wave seizure when inhibition in the cortex
is pharmacologically reduced. As shown in Fig. 15b, in
the early stages of seizure formation, and by increasingly
applying inhibitory receptor blockers, fast GABA 4 inhi-
bition in rat cortical tissue can induce spike-and-wave
type seizures at low frequencies (traces 2-3 in Fig. 15b,
Castro-Alamancos 2000). These are characterized by
periods of neuronal silence (the down state inherited
from the slow-wave sleep) followed by periods of fast
runs (10-15Hz) of the so-called paroxysmal depolar-
izing shifts (PDS, also shown in Steriade et al. 1998).
If slow GABABp inhibition is subsequently blocked
(Fig. 15b, trace 4), the 10-15Hz oscillations of PDS is
sustained for longer runs. This type of spike-and-wave
seizures is also cortical in origin since it was initiated in
athalamic animals (Castro-Alamancos 2000).

3 Simulations and results
3.1 TLS cell firing dynamics
The basic dynamical features of a tufted layer 5 TLS

cell were replicated for subsequent use in the circuit
simulations. In particular, the developed cell model is

able to respond after release from inhibition with a
rebound depolarization as observed in experiments
(Castro-alamancos 1996; Thomson and Deuchars 1996).
This is shown in Fig. 7a (experimental) and ¢ (model).
In the simulated cell, various hyperpolarizing currents
were applied in separate trials (at different times) and
each lasted for 350 ms. After the injected current is
removed, the cell can fire a single spike (Is= — 0.4nA).
Therefore, the high gain amplification of such cells is
reproduced. In addition, we noted that bursting in this
cell occurred after release from hyperpolarization when
a depolarizing current /g was applied to the dendritic
compartment.

More importantly, the model TLS cell can fire either
single action potentials or bursts (3—4 spikes) depending
on the coupling between zones A and B (as described
earlier). The model replicates the decrease in threshold
required for burst generation Vy,(tg — ) observed in
experiments (Larkum et al. 1999) and shown in Fig. 5b.

The model also qualitatively replicates further
dynamic firing behavior of TLS5 cells reported in
(Schwindt and Crill 1999). In particular (Fig. 7b,d), by
injecting increasingly high levels of depolarizing cur-
rents into the apical dendritic zone A of a TLS cell, a
sequence of bursts at 8-12 Hz is produced which then
switched to regular spiking. Furthermore, this burst-
to-regular firing switch occurred at increasingly earlier
times as the level of the injected current to zone A is
increased.

3.2 Augmenting responses

Augmenting responses were shown to be highly depen-
dent on the stimulus delivery patterns onto the TLS
network. In particular, simulations show that the AR is
maximally achieved, for the same input stimulus strength,
when both apical and basal zones of TLS5 cells (zones A
and B in Fig. 5a) are activated concurrently either by
thalamic or trans-callosal stimulation as detailed below.

3.2.1 Basic circuit AR demonstration

AR initiation was first studied at the most basic cellular
level using a single pair of TL5 model neuron and an
associated inhibitory interneuron IN (Fig. 8a). This sim-
ulation was done using the detailed Hodgkin—Huxley
model of TL5 cells (AR-D) presented in the Supplemen-
tary Materials Section. The pair was subject to electrical
stimulation at 10 Hz which in effect introduced excita-
tion at either the basal or the apical dendritic zones
of TLS cell or both. A basal-arriving stimulus excited
both TLS cells (zone B) and IN interneuron while the
apical-arriving stimulus was delivered only to TL5 cell
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Fig. 7 Experimental and simulated firing dynamics of TL5 cells.
a Experimental rebound response in bursting layer 5 cells (upper
set of traces) after hyperpolarizing current is removed (current
is shown in lower set of traces)-adapted from Castro-Alamancos
and Connors (1996b) (Copyright 1996 by the Society for Neurosci-
ence). b Experimental Layer 5 cell firing with increasing dendritic
depolarization-adapted from Schwindt and Crill (1999) (with

(zone A). Excitation of IN caused these cells to fire and
in turn produce a long-lasting (~1s) GABAg-hyper-
polarization of TLS5 cell (due to the GABAg inhibitory
connection).

Stimulation Pattern 1: In the single-pair model of TL5-IN
neuron (Fig. 8a), only the basal zone received excita-
tion. This caused initially a single spike in the TLS cell
and multiple spikes in IN. The fast multiple spikes in
interneuron IN effectively activated GABARBR receptors
in the TLS5 cell thus generating prolonged long-lasting
(~1s) GABAg-based hyperpolarization in TL5. With
subsequently-arriving components of the 10 Hz stimulus
train, an increased rebound depolarization is observed
in TL5 (due to low-threshold calcium current /T within
the cell). The TL5 cell, however, exhibited only single
spikes as shown in (Fig. 8b, middle trace Isim = Is)
with no progression to bursts, and, therefore, no AR
was generated.

Stimulation Pattern 2: Here, both the apical and basal
dendritic zones (A and B) received excitation. Impor-
tantly, the total drive to both zones was the same as
that delivered to zone B alone in the first test, hence
stimulus strength did not change from pattern 1, but
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permission, copyright by the American Physiological Society).
¢ Simulated rebound response of a TL5 cell for increasing hy-
perpolarizing injected current. d Simulated firing response of a
TLS cell. Simulated results are based on the Wilson Type (AR-A)
model. A similar behavior of the detailed Hodgkin—Huxley model
(utilized in AR) is shown in Fig. S2 in Supplementary Material sec-
tion

rather its delivery site is split. In this case, it can be
seen (Fig. 4b, upper trace, Iyim = Is + Iq) that the
rebound response in TLS5 cell is now augmented to reach
multiple spikes or bursting in a manner consistent with
AR experiments in (Fig. 6a, and in Castro-Alamancos
and Connors 1996a). In each cycle, an arriving stimulus
temporarily released the TLS cell from inhibition. This
caused increased depolarization that backpropagated to
the dendritic compartment and contributed in lowering
the threshold of dendritic Ca%*-based action potentials
and, therefore, caused burst firing in the TLS cell. Hence,
AR is produced in this case.

To clarify the basic underlying mechanisms at a sub-
cellular level, we investigated (1) the strength of hyper-
polarization caused by slow GABAp inhibition,
(2) the role of the low threshold calcium current I, and
(3) the effect of the stimulus frequency, on the observed
AR.

As seen in Fig. 8¢ (upper, middle traces), by decreas-
ing GABAg inhibition, hyperpolarization of the cell is
reduced. Therefore, the low-threshold I1 current did not
de-inactivate sufficiently prior to an arriving stimulus,
and only a little rebound depolarization occurred. This
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Fig. 8 Cortical augmenting responses in a single pair of TL5-IN
cells in response to 10 Hz electrical stimulation (Hodgkin—Huxley
dynamics AR-D). a Schematic of the TL5-IN pair for AR initi-
ation. Here, thalamic input is delivered through fast excitatory
(AMPA) connections. IN cells inhibit TL5 cells through fast
GABAA and slow GABApR synapses. b Augmentation occurs
when stimulation Igim is split into both apical zone A (I3) and

reduced rebound effectively caused a lower gain ampli-
fication, and thus no augmentation (AR) was induced.

The existence of the ionic current It in the cell was
essential to develop AR, as seen in Fig. 8c (lower trace).
By decreasing somatic I, the stimulus could not pro-
duce rebound depolarization in the simulated TLS cell
and, consequently, augmentation was abolished.

Finally, the AR phenomenon was sustainable for a
relatively wide range of stimulus train frequencies (up to
12.5 Hz as shown in Fig. 8d), as observed experimentally.
At higher frequencies, AR will only occur at alternate
cycles of the stimulus train. This frequency-dependent
entrainment can be understood when considering the
activation dynamics of the low threshold current It as
detailed elsewhere (Karameh 2002).

Istim=Id+Is

50 mv I J [

time (sec)

L e
leJh;of
? MJ |

1 1 1 1 1 1 1 1 1 1 1

L L L

0.5 1 1.5
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basal zone B (/). Middle trace Istim is applied to zone B only.
Lowest trace shows arrival times of the 10 Hz stimulus. ¢ The
cell shows weak or no augmentation when GABARg inhibition is
reduced (compare upper and middle trace). Blockage of intrinsic
current It shows disappearance of AR (bottom trace). d Effect of
stimulus frequency on AR

3.2.2 Multiple circuit AR demonstration

We investigated conditions under which cortico—cortical
connections contribute to AR generation, as reported in
animals (Steriade et al. 1991).

For computational efficiency, all cellular models used
heretofore were of the Wilson-type, as explained in the
supplementary material section (AR-A models).

We utilized minimal TL5 network to represent two
cortical regions interconnected via long-range fibers
across a hierarchical topology (Figs. 3, 9a).

Between two distant regions PL5; and PLS5;
(Interareal Columnar Assembly ICA), long-range
cortico—cortical inputs are either feedback (green lines
in Fig. 9a, b, arriving mainly in the superficial layer 1 to
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Fig. 9 Two region model of AR initiation (Wilson type dynamics
AR-A). a and b show the basic two-region circuit models utilized.
a Interconnections between two regions follow a hierarchical con-
nection topology (PL5; is of higher order, PL5; is of lower order).
b Connectivity within a single region. TL5-TL5 connections are

contact TLS5 cells at their apical dendritic zone A), or
feedforward (blue lines in Fig. 9a, arriving mainly in the
middle layers to contact TLS cells at their basal dendritic
zone B as well as the adjacent interneuron IN).

Within a single region (Local Columnar Assembly
LCA), TLS cells form reciprocal excitatory connections
at their basal dendritic system (Fig. 9b). TLS cells also
contact local inhibitory interneurons.

Accordingly, as seen in the first two cycles in Fig. 9c
and d, a feedforward input to a model TLS cell causes an
initial fast excitation (EPSP) followed by a long-lasting
GABAp mediated inhibition (IPSP) due to the firing
of the associated local interneuron IN. This mimics the
experimental results observed in Castro-alamancos and
Connors (1996b), Steriade et al. (1998b), and Gernier
et al. (1998).

Augmenting responses that occurred under ketamine
anesthesia conditions in cats can also be reproduced. In
particular, the stimulus train is delivered at ~ 10 Hz, only
fast (AMPA) excitatory synapses were added, and the
slow excitatory NMDA receptors are blocked to simu-
late the effect of ketamine.
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AMPA mediated ¢ AR will occur in cells belonging to both corti-
cal regions. Top trace is the somatic voltage of cell from the lower
order area (PL5y) while bottom trace is of a cell belonging to
PLS5;. d An expanded version of the plot shown in ¢

To achieve AR, we utilized TLS neurons belonging to
two hierarchically-connected cortical regions (Fig. 9a).
Here, we note that the first region (consisting of PL5;
neurons) is of lower order than the second region (con-
sisting of PL5; neurons). Accordingly, connections from
PL5; to PLS; arrive in zone B because they are of
the feedforward type, while the reciprocal connections
(PL5; to PL5y) are of the descending feedback type
arriving to zone A of these TLS cells.

To understand the initiation of AR in this circuit, an
external 10 Hz stimulus train (thalamic or otherwise) is
assumed to arrive mainly into one cortical region (PL57).
During the first few stimulus cycles, rebound depolar-
ization in TLS cells of that region causes an increase
in activation beyond the stimulus effect and leads to
single spike firing in these cells (Fig. 9¢). This firing is
transferred to the second cortical region PL5; in a feed-
forward manner causing characteristic rebound depo-
larization and firing in TL5 cells of that region (similar
to stimulus pattern 1 in the basic circuit simulation).
Firing activity from PL5; is in turn fedback onto the api-
cal dendritic zone A of TLS5 cells in PL5; which, with
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subsequent input stimulus cycles, have sufficient apical
dendritic excitation to fire in bursts (stimulus pattern 2
in the basic circuit simulation). This observed augmen-
tation is qualitatively similar to what has been observed
experimentally.

Note here that if the total input delivered from PL5;
to zones A and B of PL5; is delivered to zone B only
(with equivalent overall strength), only weak augmenta-
tion will occur with no bursting in these cells (not shown,
similar to Fig. 8b).

It is therefore apparent that an intact intracortical
system of connections is necessary for AR to be gener-
ated within the cortex itself. In addition, small cortical
networks with little or no input to cortical layer 1 might
not be able to generate cortical ARs.

3.3 Alpha-like rhythms

To simulate alpha activity, a reduced-order 6 column
network model was used (intracolumnar circuit shown
in Fig. 10b) with individual columns simplified to con-
tain only layers 5, 3 and layer 5-to-layer 3 inhibition. To

©<\>

IN P3

Fig. 10 a Six cortical columns connected in a closed chain. b
Reduced-order circuit of a single cortical column used in the alpha,
slow-wave sleep, and seizure simulations. TL5, RS, and P3 are
pyramidal cells in layers 5, lower layer 5, and layer 3, respectively,
with associated inhibitory interneurons (i5, IR, and i3). Parame-
ters of various interconnections are given in the Supplementary
Material section

simulate a more extensive layer, the boundary condi-
tions were circular (closed chain) and each column made
connections with its two nearest neighbors (Fig. 10a).
Connections between columns were made by pyrami-
dal cells of layer 3 (P3) and layer 5 (regularly spiking
R5 and TLS5). Cells of all layers, modeled using the
Wilson type formulation, had random spontaneous syn-
aptic activity (A-HH model, see Supplementary Mate-
rial for modeling details).

3.3.1 Idling alpha

The alpha model was first simulated under low back-
ground excitation levels which were only sufficient to
create occasional spikes in a simulated cell. This approx-
imates the experimental condition of eyes closed or
unfocused attention. In this case, simulations showed
a dominant peak in the EEG power spectral density
in the idling alpha range 8-10 Hz (Fig. 11a, solid line).
This alpha behavior was faithfully reflected at the cellu-
lar level by the firing activity of various pyramidal cells
(P3, TL5, and RS, Fig. 11b1). TL5 cells were, however,
the pacemakers of this oscillatory behavior as they fired
passively at 10 Hz mainly due to intrinsic ionic currents.
This is shown next.

The critical role of TLS cells and their intrinsic cur-
rents IT and 7, is elucidated also in Fig. 11. First, block-
ade of the current [}, led to a drop in the firing frequency
of TL5 cells and hence in the EEG oscillatory frequency
into the delta range (~5Hz) (Fig. 11a, dashed line).
This can be explained by the role of this current. [, is
an inward current which brings the cell membrane volt-
age to depolarization levels necessary for the /7 current
to activate. The removal of [, therefore, causes longer
periods of time during which the TLS somatic membrane
voltage is in the subthreshold range for /7 activation and
hence reduced cellular firing (Fig. 11b2).

Second, the blockade of both I}, and It currents led
to the complete cessation of alpha rhythmicity (Fig. 11a,
dotted line). Here, TL5 cells fired sporadically based on
the low background level of excitation and the overall
network activity reduced, causing no dominant spectral
component.

It is important to note here that the above idling al-
pharhythm is different from the AR phenomenon simu-
lated earlier although they share a similar substrate (TL5
and IN neurons, Figs. 9a and 10b). First, unlike AR, the
idling alpha did not involve bursting in TLS network
but was rather characterized by regular firing of single
spikes in the TLS network (Figs. 9¢c, 11b1). Second, the
single spike firing in TLS cells caused single spike fir-
ing in the associated local interneuron IN. In this case,
the slow inhibitory GABAR connection between IN and
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Fig. 11 Simulations of alpha oscillations in the reduced-order 6
column network of Fig. 10. a Power spectral density of simulated
EEG rhythm. Starting from an idling alpha (8 Hz), blockade of It
will cause a drop in main frequency. Blockade of both /T and I},
will lead to the cessation of obvious rhythmicity. b Cellular firing

TLS will not be active since GABABR receptors are max-
imally activated only under fast firing in IN neurons,
a condition only satisfied under AR. Since GABAg
inhibition is minimal, large hyperpolarization events are
absent and hence rebound depolarization in individual
layer 5 cells will not occur.

Hence, unlike augmenting responses occurring at
10 Hz, the so-called idling alpha activity, while having
the same neural substrate, is a passive or weak recruit-
ment process of TL5 cells whose dynamics are distinct
from the strong activation, resonance-like phenomenon
observed during AR.

3.3.2 Higher frequency alpha

Functional alpha (frequency at 10-13 Hz) can be attained
in the same simulation model as that of idling alpha if
TLS cells were made to burst under sufficient excita-
tion (Fig. 12). This was demonstrated in three test cases
depending on the stimulation pattern of TLS5 cells. In all
tests, excitation levels to other cells (P23 and R5) were
kept constant.

(a) In the first test, high levels of synaptic activation
arrived only onto zone B of TL5 cells. Based on the
firing properties of TLS cells, this produced regu-
lar single-spike firing in TL5 which was also trans-
ferred to other pyramidal cells (Fig. 12b1). The
field potential associated with this firing behavior

did not show any dominant frequency component
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in the base alpha case (b1) and when 1}, is blocked (b2). In both
b1 and b2, the top trace corresponds to Layer 3 pyramidal cell P3,
the middle trace corresponds to TLS5 cell, and the bottom trace to
small layer 5 cells (R5) in a single column

but rather exhibited a spectral content spread in
the delta to beta frequency range (Fig. 12a, dotted
line denoted as B).

In the second test, the level of excitation was the
same as in test 1; the inputs were however distrib-
uted into both zones A and B of TLS cells. This
allowed TLS cells to fire in bursts (Fig. 12b2). Here,
it could be seen that the field potential showed a
dominant spectral peak in the upper alpha range
(10-13 Hz) (Fig. 12a, solid line A+B). At the cellu-
lar level, this was reflected by a closer coherence in
firing between the various pyramidal cells, paced
by the bursting activity in TLS5 cells.

Finally, the third test involved reducing the over-
all excitation into zone B to 14% of the original
levels with no excitation applied into zone A. As
expected, this produced only single spike firing in
TL5 cells (Fig. 12b2) which corresponds to idling-
alpha EEG rhythm (~ 9 Hz) (Fig. 12a, dashed line,
0.14B). Note that this is similar to the rhythm
obtained previously (compare Figs. 11b1 and 12b3).
The EEG corresponding to the three different test
cases (a—c) is shown in Fig. 12¢ which corroborates
the findings at the cellular level.

(b)

(©)

In summary, the three tests show that the observed
shift in the dominant alpha power between idling and
functional alpha was not due to simple increase in back-
ground excitation level but rather due to the commence-
ment of bursting in TLS cells under specific stimulation
patterns, mainly concurrent activation of zones A and B
in these cells.
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Fig. 12 Simulations of TLS bursting effect on alpha rhythms in
the reduced-order 6 column network of Fig. 10. a Power spectral
density of simulated EEG under three TLS excitation scenarios
(see text). b Corresponding firing of L3, TLS5 and RS cells from a
single column under three excitation scenarios. In all three cases,
TLS excitation is varied while L3 and RS excitation is held at fixed

3.4 Slow-wave oscillations

The characteristic up and down states (depolarization
and hyperpolarization, see Fig. 6b) occurring at low fre-
quency (< 1 Hz) during later sleep stages (Sanchez-Vives
and McCormick 2000) can be modeled using a reduced-
order 6 column network highly similar to that used for
the alpha simulations (Fig. 10a,b—columns connected
in a circular chain). Here, cells of all layers had ran-
dom, equal strength spontaneous synaptic activity (see
Supplementary Material for details). The closed chain
connectivity was used mainly to circumvent scale limita-
tions since slow wave sleep required activation of large
sets of neuronal populations. The length or size of such
chain was verified, importantly, to not cause of the char-
acteristic <1 Hz rhythmicity observed. To approximate
alarger network with reverberating activity, the strength
of synaptic connections was increased from that used in
the alpha model.

In the simulations, slow-wave sleep rhythms devel-
oped as cycles of neuronal silence and activation as
shown in Fig. 13a for the six columns. Starting from
neuronal silence, an up state was initialized by an early
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levels. b1: Excitation to zone B only causes low rhythmicity fir-
ing in a single column (fop trace L3; middle TLS; bottom RS). b2:
Excitation A+B causes bursting in TLS5 cells (middle trace) which
punctuates other cells in the same column. b3: Low excitation to
zone B only produces rhythmic firing at 8-9 Hz. ¢ simulated EEG
for the three cases (top B; middle A+B; bottom 0.14B)

firing in TLS cells followed by wide spread cellular firing
across various lamina of the cortex (Fig. 13b, asterisks).
The spread of activity into layer 3 was especially dom-
inant since the layer 5 to layer 3 inhibition (caused by
LTS interneurons) was modeled to be minimal, as was
observed experimentally to occur during sleep (Xiang
et al. 1998).

The up state of cellular firing, which lasts for few
hundred milliseconds, is subsequently terminated by a
combination of factors, possibly the following.

(a) Several intrinsic cellular ionic mechanisms, such as
activation of calcium-dependent slow potassium
currents Ig(ca), inactivation of persistent sodium
currents INap (Timofeev et al. 2000), or activa-
tion of slow adapting Nat dependent K current
(Compte et al. 2003);

Synaptic disfacilitation, which occurs when the effi-
cacy of neural connections decrease possibly due
to the depletion of extracellular calcium. The latter
is necessary for current to be injected at a synapse
(Massimini and Amzica 2001).

(b)
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Fig. 13 Simulation of slow-wave sleep using the reduced-order 6
column network model of Fig. 10. a Slow wave activity is gener-
ated in the chain at around 1 Hz and is reflected across all cells
after being initiated in TLS cells. b An expanded view of the ear-
lier plot shows TL5 cells precede all other neurons in firing after
hyperpolarization in each cycle (asterisk in TLS traces of columns
1 and 4)

In the current simulation model, the upstate was
assumed to be terminated by incorporating both synap-
tic disfacilitation as well as an intrinsic Ca** dependent
K current /g ca) (adopted from Timofeev et al. 2000).

Since the termination of the upstate is well docu-
mented, our purpose here was to look closer at the
“restart” mechanisms of firing or upstate initiation. It
was noted through simulations that a down state
was characterized by neuronal hyperpolarization (and
thus neuronal silence). This hyperpolarization was
terminated due to the high gain amplification property
of TLS cells. That is, when in a hyperpolarized low activ-
ity state, TLS cells amplified their spontaneous post-
synaptic currents inputs, due to the increase in inward
current (I;,) under hyperpolarized conditions and low
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slow-wave cycle (Fig. 13).

3.4.1 Disinhibition-induced seizures

The characteristic spike-and-wave seizure observed
experimentally when inhibition is blocked was also stud-
ied in our modeling framework. We show that the initi-
ation of such disinhibition-induced seizure is based on
the same principles of the initiation of slow-wave sleep
coupled with excessive excitation or positive feedback
within the network.

This was done in the reduced order 6 column model
as shown in Figs. 15 and 16. In this network model, the
circuit model was the same as for slow-wave (Fig. 10a,b).

Simulations showed that the early spikes of a seizure
occurring after hyperpolarization (neuronal silence) are
initiated in TLS cells and are then transferred to other
cortical layers. In much the same way as during slow-
wave sleep, TLS cells fired after a long period of decreas-
ing hyperpolarization (Fig. 16a). This is in agreement
with the experimental observations of the current source
density profiles and cellular membrane voltage record-
ings during seizures in Castro-Alamancos (2000).
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Fig. 15 Simulation of disinhibition-induced seizures using the
same reduced order 6 column network model of Fig. 10. a spike
component of the experimental rhythm is qualitatively replicated
in the model upon removal of fast GABA4 (traces 2,3) then
slow GABAR inhibition (trace 4). b Disinhibition-induced seizure
experimentally observed in the cortex under increasing disinhibi-
tion (traces 2 and 3 show increased GABA blocking, trace 4
show GABAp blocking, from (Castro-Alamancos, 2000, Copy-
right 2000 by the Society for Neuroscience)

Starting from a slow-wave sleep condition (trace 1
in Fig. 15a), an increasing blockade of fast inhibitory
GABA receptors decreased somatic inhibition in TLS
which, due to unconstrained excitation levels, could then
produce very strong burst-like firing (or what is known
as paroxysmal depolarizing shifts, PDS) at around
10-12 Hz frequency (traces 2,3 in Fig. 15a).

Burst-like firing in TLS cells produced similar high
levels of fast firing in associated interneurons IN, which
in turn lead to strong activation of slow acting GABAp
mediated inhibition in the network. This occurs since,
(1) IN interneurons are connected back to TL5 cells
by slow GABAG inhibitory receptors, and (2) GABAp
receptors are maximally activated when subjected to

high frequency firing in IN interneurons, a condition
which does occur in this seizure case.

Therefore, with burst-like PDS firing in TLS cells,
intact GABAGg inhibition was maximally activated, thus
creating very large hyperpolarizing potentials in TLS
and subsequently terminating PDS oscillations. The
occurrence of large hyperpolarization is plausible since
experimental evidence found a GABAg receptor pro-
tein to be highest in cortical layers and 6b (rat somato-
sensory cortex, Princivalle et al. 2000) indicating a large
concentration of such receptors in these layers.

In the final test, GABAg inhibition was also blocked.
In this case (trace 4 in Fig. 15a), the TLS5 cells continued
to produce burst-like PDS firing since no hyperpolarizing
currents are available. Therefore, the membrane poten-
tial, and the corresponding field potential, continued
to produce fast runs at ~10-12 Hz until disfacilitation
in the cellular connections occurred due to mecha-
nisms similar to those controlling slow-wave sleep (see
above). The prolonged unchecked oscillations effectively
increased the period of the disinhibition induced-sei-
zure, as observed experimentally (Fig. 15b).

The role of slow GABAg inhibition in this seizure
type was further elucidated by varying the conductance
strength of GABApB receptors (Fig. 16b). While fast
GABA 4 inhibition is blocked as before, we reduced the
maximal conductance gGaBAg.max t0 50% of its origi-
nal value. This resulted in longer periods of fast runs
(Fig. 16D, trace 2) compared to the runs associated with
unaltered gGaBAg,max conductance (Fig. 16b, trace 1),
indicating an significant role of GABAg receptors in
controlling the TLS5 network excitation and reducing
the length of a seizure cycle.

4 Discussion

We have presented a framework of models whereby the
intrinsic dynamics of the cerebral cortex itself are taken
into account. At a fine scale, these models replicate the
firing dynamics of single TL5 cells and thereby of neo-
cortical columns as observed in experimental recordings.
They then show the relevance of such dynamics, when a
TLS5 network is properly connected as a local and intera-
real columnar assembly (LCA and ICA), to the genesis
of several EEG rhythms.

The demonstration that a simplified architecture of
neocortical circuitry can account for a number of low
frequency phenomena supports the suggestion of accu-
mulating experimental evidence that such rhythms owe
a significant portion of their genesis to the cortex rather
than principally to the thalamus or other deeper brain
systems. Still, the latter structures clearly exert power-
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Fig. 16 a Membrane potential of a TLS cell during interseizure lulls is characterized by increasing depolarization leading to PDS-
like firing. b Decreasing GABAg inhibition allows for longer period of oscillations. Top trace ggaBagmax = 3301nS, bottom trace

€GABAg.max = 110nS

ful influences on EEG as well. The presented framework
facilitates investigation of the nature of the local corti-
cal, distant cortical and subcortical interactions in EEG
production.

Augmentation

The model explains augmenting responses occurring in
cortical tissue as a consequence of coupling intrinsic
TLS cellular mechanisms with specific input activation
patterns. In particular, the model predicts that inputs
to some cortical areas can cause resonance-like activa-
tion, or fast initiation and spread of excitation, when
three main conditions occur (1) such inputs target TL5
cells at their basal zone B as well as the associated
local IN interneurons, in effect hyperpolarizing the TLS
cell and thereby enabling high gain amplification
(rebound depolarization), (2) the inputs also target TL5
cells at their apical zone A, allowing such cells to pro-
duce bursts when recovering from hyperpolarization,
(3) the inputs are delivered at a repetition rate of
10-12 Hz thus exploiting an intrinsic rate of resonance
within TLS cells due to interaction of intrinsic ionic
currents (IT and Iy,).

The necessity of two interacting input streams in AR
generation and the critical role of TLS5 cells in this inter-
action is consistent with various experiments report-
ing cortical AR both at the thalamus-to-cortical and
cortico—cortical levels.

(a) Inthalamo-cortical induced AR, stimulation of the
thalamic VL nucleus, but not VPL thalamus, in-
duced cortical AR which was accompanied by re-
bound depolarization and bursting in layer 5 cells
(sensorimotor cortex of rats, Castro-Alamancos
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and Connors 1996a,b). In light of modeling here,
this distinct behavior ties with the different pro-
jection patterns of both nuclei. In fact, VL thal-
amus avoids layer 4 and projects to layers 1 and
5 (zones A and B) while VPL projects to middle
layers (zone C).

(b) In cortico—cortical induced AR, patterns of callo-
sally projecting layer 5 cells also avoided mid-
dle layers and stimulation of such fibers induced
bursting type, sustained augmentation (Nunez
et al. 1993).

(¢) In a series of experiments and modeling studies,
augmenting responses could not be generated in
small cortical slices, and hence AR was attributed
to be thalamic in origin (Bazhenov et al. 1998a,b;
Gernier et al. 1998). In view of our model, this
could be explained by an inadequate targeting of
zones A and B in the TLS network. In particu-
lar, it is plausible that a small neocortical slice will
not possess intact connections to zone A the TLS5
cells, which was a critical factor in the modeled AR
generation. That is, the interareal columnar assem-
bly ICA scale, or inputs mimicking its projection
pattern, seems to be essential for AR generation.

Alpha rhythms

The model explains idling alpha rhythms as due to single
spike firing in TLS cells caused by intrinsic currents in
these cells (I and Iy,), and thus confirms earlier simula-
tions of this rhythm (Jones et al. 2000). It is further pre-
dicted here that idling rhythms shift to the delta range
(~5Hz) when the I, current is blocked within the cell.

More importantly, the model preliminarily accounts
for the previously-unexplained so-called functional
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alpha rhythms occurring in the upper alpha range
(10-12 Hz) that are reported in cognition experiments
(Mima et al. 2001; Basar et al. 2001). In particular, the
model predicts that such functional alpha rhythms could
originate in a TL5 network when it undergoes burst fir-
ing, and as such reflect a different phenomenon than
the common idling alpha which is expressed by single
spike firing in this network. The ability of large TLS
cells to burst in vivo at frequencies up to 12 Hz was
observed experimentally (Steriade et al. 2001). We pro-
pose that “functional” alpha could possibly be a
reflection of selective recruitment, mediated by bursting,
at the local columnar assembly LCA scale (as discussed
in detail elsewhere in subsequent publication).

Slow-wave sleep and Seizures

Both the slow-wave sleep and disinhibition-induced
seizures are EEG oscillations characterized within a sin-
gle cycle by a period of prolonged neuronal firing fol-
lowed by a period of neuronal silence. For both rhythms,
the framework predicts that TLS cells play an integral
role in restarting the oscillation cycle following neuronal
silence.

During the latter periods of neural inactivity,
expressed as “down” state of the cycle at the EEG
level, TLS cells undergo periods of increased hyperpo-
larization which cause such cells to become high-gain
amplifiers of any subsequent spontaneous activity. This
amplification property allows TLS5 cells to be slowly
released from hyperpolarization and leads to subse-
quent TLS cell firing. By virtue of its network con-
nections, TLS firing then spreads over wide neuronal
populations both vertically within a column (layer 5 to
layer 3) as well as horizontally within the local columnar
assembly LCA.

Experimentally, slow-wave oscillations were recently
demonstrated in situ with activation initiated in layer 5
and propagated to layers 6 and 2,3 in absence of tha-
lamic input (Sanchez-Vives and McCormick 2000). The
vertical spread of activity could also be enhanced by the
reduction of layer 5 to layer 3 inhibition during sleep as
reported (Xiang et al. 1998).

During periods of neuronal firing, expressed as “up”
state of the cycle at the EEG level, slow wave sleep is
characterized by a progression of several rhythms (spin-
dles followed by gamma activity, which is not modeled
here). While spindles (10-14 Hz) are mainly generated
in the thalamus (Contreras et al. 1997), a TLS network
could follow such rhythms at least in the lower frequency
range. Further more, experiments show that, at later
stages of sleep, delta waves (3—4 Hz) of EEG were faith-

fully traced by bursting of TLS cells (Nunez et al. 1993,
not modeled here).

When cortical inhibition is progressively blocked, an
“up” cycle of the slow-wave sleep is transformed into a
seizure-like state where fast runs (10-14 Hz) of parox-
ysmal depolarizing shifts (PDS) can be seen. The model
predicts such runs to be expressed at the TL5 cell level as
very strong bursts (PDS-like) in these cells, whose dura-
tion is controlled by the level of slow GABAR inhibition
available.

This is in agreement with experiments where disinhi-
bition-induced seizures in rats progressed from
slow-wave sleep and showed paroxysmal discharge pat-
terns (PDS) initiated within layer five (Castro-Alaman-
cos 2000) the period of which was dependent on
hyperpolarization levels.

Note here that it is also possible that a network of
smaller layer 5 cells (not simulated here) with doublet
firing behavior (Schubert et al. 2001) could sustain even
faster oscillations (12-14 Hz) such as spindles occurring
is slow-wave sleep (Contreras et al. 1997) as well as the
10-15 Hz runs reported in some seizures (Steriade et al.
1998) when the excitatory drive is left unchecked.

Comparison to other modeling approaches

This investigation attempts to develop a single coher-
ent framework within which all EEG rhythms may be
eventually understood. It is unique in sketching a basic
cortical architecture which could account for the gener-
ation of several low frequency rhythms.

The intermediate level of modeling detail used here
is also unique as it enables a somewhat broader and
more integrated systems-level view than has been avail-
able previously. This hybrid framework could poten-
tially allow bridging between three main approaches in
brain rhythm analysis: abstract generalized models of
EEG generation, detailed neurocomputational models
of single neural rhythms, and theoretic models of corti-
cal information processing.

First, abstract generalized models explore single EEG
phenomena with limited or no emphasis on cortical
structure. Examples of these include alpha genesis in
thalamocortical neurons (Lopes da Silva 1991) where
alpha activity is produced by generic approximate dynam-
ics neuronal populations, and the global EEG model
where brain electric potential signals are propagating
waves over a continuum of neuronal matter (Nunez 1995)
and other field theoretic EEG models (Katzenelson
1982; Wright et al. 1995).

Second, detailed neurocomputational models gener-
ally explore single phenomena and are based on fairly
accurate models of individual neurons. As such, these
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simulation models are quite tailored and have no clear
extensions to reproducing other rhythms. For example,
some models represent the cortex as a homogeneous
structure of interacting neurons (slow-wave sleep mod-
els in Timofeev et al. 2000 and Compte et al. 2003).
Others consider network phenomena that produce
idling alpha activity only (Jones et al. 2000). Still others
focus mainly on the thalamus as the underlying oscil-
lator with the cortex echoing the thalamic oscillations
(thalamic AR in Bazhenov et al. 1998a,b; spindles in
Contreras et al. 1997).

Finally, theoretic models of cortical information pro-
cessing explore average neuronal activity to explain spe-
cific cognitive tasks (Raizada and Grossberg 2003).
These models generally do not emphasize the real-time
individual neuronal firing dynamics or their heteroge-
neity.

The current framework links the three levels of mod-
eling. First, it looks at EEG as the electric field poten-
tial signature of neural processing. This is supported by
the correspondence between neuronal firing and EEG
oscillation profiles under many vigilance states in awake
animals (Destexhe et al. 1999a; Steriade et al. 2001).
Second, itincorporates detailed intrinsic cellular dynam-
ics of the cortex which explain EEG rhythms at the
cell firing level (similar to cortical alpha model in Jones
et al. 2000). Third, it looks at cortical network
phenomena necessary to sustain such rhythms (simi-
lar to thalamic networks in Contreras et al. 1997). It
finally incorporates non-homogeneous cortical connec-
tions at three spatial scales with direct functional mean-
ing (columnar, local columnar assemblies, and inter-
areal columnar assemblies). It therefore lends itself to
theoretical studies of cortical information processing.
The functional role of the developed neurocircuit and
scales as these relate to some forms of cognitive pro-
cessing will be addressed elsewhere in subsequent pub-
lications (functional alpha).

Limitations

Because the framework retains a significant amount of
detail in its representation of fundamental and identi-
fiable cortical neurocircuit anatomy and physiology, it
is amenable to considerable experimental testing in its
current form. However, certain limitations are worth
noting.

(a)  Thalamic role: Thalamic nuclei were not included
explicitly in our model; however, their oscillatory
role has been studied intensively. We believe, based
on our assessment of the dynamic behavior of tha-
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(b)

lamic oscillator models (Bazhenov et al. 1998a,b;
Contreras et al. 1997) that these could be inte-
grated into our circuit model to yield a more com-
plete thalamocortical system. This would likely be
able to account for an even wider range of EEG
observable phenomena, such as the interaction
between thalamic spindles and cortical TL5 net-
work during different vigilance states, the role of
thalamic circuitry in initiating alpha rhythms, and
others.

Modeling framework: In the presented simulations,

the model used for each rhythm was a subset of the

same larger framework where TLS5 cell dynamics
are the skeleton of the neurocircuit. We therefore
have considerable confidence that these sub-mod-
els behaviors are in fact representative of different
operational modes of a single large cortical model.

However, this must be verified using a full scale

detailed neuro computational model, which is not

the main purpose of this research exercise. In fact,
to produce a full scale model requires addressing
the following:

1. Data availability: certain detailed physiologi-
cal data are often not available (e.g. for TLS
cells), are difficult to obtain (in vivo record-
ings), or are simply too computationally
expensive to incorporate. However, we found
that the current framework model was suffi-
cient to account for the qualitative EEG fea-
tures detailed above. The results should be
able to serve as a guide for designing efficient
large-scale models.

2. The issue of scale: Testing with various num-
bers of cortical columns and various individ-
ual cell models (Hodgkin—-Huxley and Wilson
types) suggested strongly that the primary
effect of using a relatively limited number
of neurons (up to 54) was that the strength
of synapses needed to be set at supraphysi-
ological levels to represent large numbers of
synapses. Thisissue is the same as that encoun-
tered by a number of single EEG phenome-
non models (e.g. Jones et al. 2000). A primary
effect here is that the EEG generated was sus-
ceptible to artifacts produced by individual
units, though these did not appear to
alter the basic dynamics of the neurocircuit. In
any case, employing more populous and ionic-
current-accurate models of the same struc-
ture should allow more accurate weighting of
synaptic strengths, greater subtlety in EEG
feature production, and less vulnerability to
spurious cell-dependent noise.
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We had currently undertaken an effort to model sev-
eral of the above phenomena in greater detail (e.g. AR)
with larger number of neurons. This effort is increas-
ingly advocating the utility of the presented integrative
approach of modeling which spans the three levels of
studying the brain electric activity, abstract generalized
models, detailed neurophysiological, and information-
processing based.
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