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Abstract—In this note, we demonstrate the use of a control oriented no-
tion of finite state input/output approximation to synthesize correct-by-de-
sign controllers for hybrid plants under sensor limitations. Specifically, we
consider the problem of designing stabilizing switching controllers for a
pair of unstable homogeneous second order systems with binary output
feedback. In addition to yielding a deterministic finite state approximate
model of the hybrid plant, our approach allows one to efficiently establish
a useable upper bound on the quality of approximation, and leads to a dis-
crete optimization problem whose solution immediately provides a certi-
fied finite state controller for the plant. The resulting controller consists of
a deterministic finite state observer and a corresponding full state feedback
control law.

Index Terms—Binary output feedback, -certified controller, fi-
nite memory controller, finite state approximation, hybrid systems,
input/output approximation.

I. INTRODUCTION

Finite approximations of hybrid plants have been used to simplify
complex synthesis problems that cannot be handled well by traditional
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methods. Early research explored “qualitative” models, non-determin-
istic finite automata whose output or input/output behavior contains
that of the original hybrid system [17]. In [22], qualitative models of
systems with quantized outputs were proposed in conjunction with su-
pervisory control theory [23] to design controllers meeting the desired
specifications.

Inspired by the theory of bisimulation in concurrent processes [19],
[20], another line of research explored finite bisimulation abstractions
of hybrid systems. It was soon recognized that the classes of systems
admitting finite bisimuations are limited [10], [14]. Moreover even
when they do exist, these abstractions tend to be prohibitively large
(in number of states, see for instance [2]) rendering the approach
computationally inefficient. Recent focus has thus turned to variants
of this approach employing weaker notions of abstraction and less
stringent metrics [7], [26], [27]. Controller synthesis typically requires
designing a finite state supervisory controller for the finite abstraction
and subsequently refining it to yield a certified hybrid controller [28].
Alternative design procedures inspired by linear temporal logic (LTL)
model checking have also been proposed [13]. Assumptions on the
underlying dynamics, such as piecewise-affine [9] or incrementally
stable [8] plants, are often required to ensure existence of the finite
abstraction. To date, the research in this area has largely focused on
the full state feedback problem: State estimation and observer design
problems have not been seriously considered.

In this note, we demonstrate a new,! robust control inspired approach
to input/output approximation, allowing us to elegantly address the bi-
nary output feedback control synthesis problem while simultaneously
avoiding some of the drawbacks of the above methods. Indeed our
approach yields a deterministic finite state approximate model of the
plant, allows one to efficiently bound the quality of approximation, and
leads to a tractable optimization problem whose solution immediately
provides a certified finite state controller for the plant. The resulting
controller consists of a deterministic finite state observer and a corre-
sponding full state feedback control law.

Specifically, we consider the problem of designing stabilizing
switching controllers for a pair of unstable homogeneous second order
systems under binary output feedback. This problem was chosen as
it remains challenging even while several of its simpler formulations
are well understood [4], [15]. Necessary and sufficient conditions for
stability of switched second order homogeneous systems [6] and a
Lyapunov based approach for designing stabilizing full state feedback
controllers [11] have been demonstrated. In the analog full state
feedback LTI case, the existence of a Hurwitz convex combination
(A.,) of a given pair of unstable state matrices is necessary [5] and
sufficient [34] for the existence of a quadratically stabilizing switching
controller. When 4., has a real eigenvalue, a quadratic switching
surface and state dependent variable structure control law [12] can
be designed to stabilize the system [34]. Lyapunov based approaches
have been extended to time-sampled [3], [16] as well as output feed-
back setups where the output is a linear function of the state [25]. In
contrast, fixed binary sensors present a difficult state estimation and
control synthesis problem that began to receive attention recently [1],
[18], [21], [24]; The use of finite models remains minimally explored.

Organization: The problem is stated in Section II. Algorithms for
constructing finite approximations of the plant and for computing ap-
proximation error bounds are presented in Section III. Design of the sta-
bilizing controller is addressed in Section IV, with the technical proofs
deferred to the Appendix. An illustrative example follows in Section V.

Notation: R, R4+ and Z4 denote the reals, non-negative reals and
non-negative integers, respectively. |I| = |b — a| denotes the length of
I = [a,b). v denotes the transpose of v € R™ and ||v|| = Vv'v its
Euclidean norm. AZ+ denotes the set of all infinite sequences over A,

IEarlier versions of this approximation approach were explored in [29]-[32].

0018-9286/$26.00 © 2011 IEEE
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u(t) € {0.1}

» P

Fig. 1. Closed loop system.

a denotes an element of AZ+. A x B denotes the Cartesian product
of A and B, card(A) denotes the cardinality of A, and A® denotes
the set of all functions from Bto A.For f : A — B,g: B — C,
and A" C A, flar : A — B denotes the restriction of f to A’ and
go f: A — (C denotes the composition of f and g. For f : A — R,
g:A—= R, f < gsignifies f(a) < g(a),Va € A.

II. PROBLEM STATEMENT

Given a discrete-time plant P described by

2(t+1) = fuw) (x(1))
y(t) = sign (c’w(t))

o=o (57" ®

where t € Z4, x(t) € R*, v(t) € R, u(t) € U = {0,1}, and
y(t) € ¥ = {—1,1}; y is assigned the value +1 in one quadrant
when ¢’z = 0 and —1 otherwise. [Z;] = ¢ € R*\ {0} is given.
foa : R* — R? are given continuous functions, homogeneous with
degree 1: That is, fu(a2) = af,(z) forall « € R, 2 € R?. The goal
is to design a controller /A’ such that the closed loop system (Fig. 1)
satisfies

T
s )+ R) < 2
;1;[[));(”(7‘) +R) <0 2

for some R > 0, for all initial conditions of P. Satisfying this per-
formance objective guarantees that the state of the closed loop system
globally “exponentially” converges? to the origin at a rate not less than
RR. The assumption is that neither subsystem has a globally stable equi-
librium point at the origin, otherwise the problem is trivial.

III. A FINITE STATE APPROXIMATION OF THE PLANT

A. Construction of the Nominal Model

In this section, we describe the construction of a deterministic finite
state machine (DFM) input/output approximation of plant (1) and per-
formance objective (2). A DFM is a discrete-time dynamical system
described by state transition (3) and output (4) equations

q(t+1) = f (q(t),p(t)) 3)
2(t) =g (q(t),p(t)) “

with t € Z4, state ¢(t) € Q, input p(¢) € P, and output z(t) € Z,
where Q, P and Z are finite sets. A set of initial states Q, C Q may
be specified.

2Note that (2) can be equivalently rewritten as

lz(®ll < & (x(0)) 107 l2(0)]], V¢t >0, «(0)€R?

where k(2(0)) = 105=@)=R and S(x(0)) = sup > (v(t) + R). The
T>0

notion of ‘exponential’ convergence is thus slightly weaker than the standard
one since we do not require k(x(0)) to be uniformly bounded.
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In our construction, we exploit a known property of homogeneous
systems evident in polar coordinates (7, #), namely that the angular co-
ordinate # and outputs y and v evolve independently of the radial coor-
dinate r: The system state relevant to our problem effectively evolves
on the unit circle. Our construction involves 3 steps.

Step 1) Partition the unit circle into intervals Ii,..., I>,, where
I; = [, i41) for some sequence of angles vy < ... <
Qa1 satisfying oy = tan_l(—cl/cz), ar € [0,7),
Qpy1 = a1 + 7, aep+1 = a1 + 27. The number and
choice of angles is a design parameter. Let Sy, be the set of
all ‘k adjacent intervals’: Thatis, S1 = {I1,Iz,...,I2n },
So = {1 UL, ILbUIs,...,Is, UI}, and so on with
Son = {I1 UL U...UI,}. Construct a DFM M with
state set3 @ = S1 U S2 U...U S5, and dynamics given by

g(t+1) = f (a(t), u(t), 5(t))
g(t) =3 (q(t))
o) = h (a(t), u(t)) 5)
withf: QXUX}’—> Qandg: Q—>ydeﬁnedby
f(qv LL.g) = U [(l"iq(li-l,-l)./
ieI%ﬂ(‘l)
) — { L ifg=Pilg)or [Pi(e) 2 [P (0)]
=1 ifg="P-1(g) or[Pi(g)| < |P-1(q)]
andh: QxU — V (V is a discrete subset of R) defined
by

hlg.w) = supllog (£ (HEI]

where f.(.) = [J;Z;Eg]’ [j’((‘)) = [:.?jg]

Iy ={i e {1l,....2n}g} N o, aigr) # O}

¢f = tan”' (fu2(8(q))/fur(3(q))), and Pi(q).j €
{=1,1}, equals ¢ N [a1,ant1) if sign(c'B((ar +
nt1)/2)) = jand ¢ N [vp41, @2pn41) Otherwise.

Step 2) Constrain the initial state of Mtoq, = [ar, 21 ), cOT-
responding to the whole unit circle. The actual states of
M, Q C Q, are then those states reachable from ¢,. The
problem of computing Q can be recast as either one of two
well-studied problems: (i) A one-to-all network shortest
path problem, which can be efficiently solved (polynomial
time in 7) using any of the available shortest path algo-
rithms (Dijkstra’s, Bellman-Ford, . ..), or (ii) the problem
of computing the accessible states of an automaton, which
can be efficiently solved by constructing the transition tree
of the automaton. The dynamics of M are now given by

q(t+ 1) = f(q(t), u(t).5(t))
() =g (a(t))
o(t) =h(q(t),u(t)) ©)

where f = floxuxy, 9 = jla, h = hloxu.
Step 3) Construct a DFM M with inputs u(¢) € U, w(t) € W =
{0, 1}, outputs u(¢t) € U, o(t) € V,y(t) € Y, and internal
structure shown in Fig. 2, with ¢(g,w) = § when w = 0

and ¢(g,w) = —§ whenw = 1.

Theorem 1: Consider a plant P as in (1), a performance objective
(2), and a DFM M constructed according to the 3 steps proposed above.
There exists a system A C U+ x WZ+, and functions pa : U —

3Q consists of 2n(2n — 1)+ 1 distinct elements and represents the set of all
potential states of the approximate model.
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Fig. 2. Internal structure of M, the DFM approximation of P.
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Fig. 3. Plant P, its DFM approximation M, and approximation error A.

Fig. 4. Approximation error A of P and M.

R+ and pa : W — R4, not identically zero, such that the feedback
interconnection (M, A) shown in Fig. 3 satisfies:
1) For any input u € %+ and any initial condition of P:
a) Outputsy € Y+ of Pandy € Y%+ of (M, A) are iden-
tical.
b) Outputs v € RZ+ of P and v € VZ+ of (M, A) satisfy
o(t) > v(t), forall t€ Z4. @)
2) There exists a constant v > 0 such that every pair of signals
(u,w) € A satisfies

T
inf ; voa (u(t)) = pa (w(t)) > —oc. ®)

Proof: Consider system A shown in Fig. 4, with

Win oy~ O ify=3
1, 9) { 1 otherwise.
It can be verified by direct inspection that 1(a) is satisfied. Moreover,
the choice of v = 1 and functions pa and ua defined by pa(u) = 1
and pa(w) = w satisfies (8). Let ¢ denote the state of M, and let
¢ denote the angular coordinate of P> when (1) is rewritten in polar
coordinates. It follows from the construction of M that 6(t) € ¢(t) =
o(t) > v(t) and 0(t + 1) € ¢q(t + 1), for any choice of ¢. Since
6(0) € [0,27) = [a1, @2nt1) = ¢o = ¢(0), we have 3(0) > v(0)
and #(1) € ¢(1). Statement 1(b) thus follows by inductionont. H
Remark 1: The DFM M constructed according to the proposed 3
step procedure is thus a finite input/output approximation of plant
(1) and performance objective (2). The internal structure of approxi-
mation error A, where the output of P is fed back to M, differs from
the traditional stable LTI model reduction setting in which the approxi-
mation error is simply the difference of the two systems. This structure
is needed because the plant is not stable: Thus, unless M is allowed
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to ‘estimate’ the initial condition of P, there is no hope of satisfying
(8). Also note that by construction, there is no direct feedthrough from
input § to output § in M. This ensures that the outputs y of P and § of
M cannot be trivially matched.

B. Description of the Approximation Error

The “gain” v* of system A (the infimum of the set of values of ~
for which (8) holds) represents the fraction of time (computed over an
infinite window) that the outputs y of P> and § of M disagree in the
worst-case scenario. A smaller gain thus indicates a better approxima-
tion. Computing v* is difficult, since A is a complex system with hy-
brid (analog/discrete) state-space. Nonetheless, our construction of M
allows us to efficiently establish an upper bound for ~*.

Theorem 2: Consider functiond : Q@ — {0,1} definedby d(q) =0
if g = Pi(q) org = P-1(q), and d(g) = 1 otherwise. If there exists
a~ > 0 and a function V : Q@ — R such that

V (f(g,uy9)) = V(g) <vpalue) —d(q) )

holds forall ¢ € Q,uw € U and y € ), then A satisfies (8) for that
choice of ~. .
Proof: By summing up (9) along any state trajectory of M from
t=0tot =T, we get
.,
> vpa (ut) = d(g(t) >V (T + 1)) = V (¢(0))
t=0
> min (V(q1) = V(q2)) > —o0
q1:92

Hence, we have
T
%%fo ;vm (u(t)) — d(q(t)) > —oc.

Once again, let 6 denote the angular coordinate of P and let ¢ denote
the state of M. By construction, §(¢) € ¢(t) for all ¢. Thus, when
a(t) = Pr(a(t)) or alt) = P(a(t)), y(t) = §(t) and w(t) = 0,
else w(t) € {0,1}. Hence w(t) < d(g(t)) for all ¢ and all feasible
signals of A satisfy (8). ]

An upper bound for v* can thus be computed by solving a linear
program with NV 4 1 decision variables and 4V inequality constraints
(N = card(Q)) in which we minimize v such that (9) holds for all
q € Q,u €U,y €Y. This approach, while computationally efficient,
results in conservative gain bounds for two reasons: First, it assumes
that an error occurs every time it can. Second, it assumes that every
(u,y) € U% x Y%+ is a valid input sequence for M, not the case
here as y is an output of P corresponding to input u.

IV. CONTROLLER DESIGN

Consider the following two controller synthesis problems:
Problem 1: Given a plant P as in (1), design a controller X' C
Y%+ x U*+ such that feedback interconnection ( P, K') in Fig. 1
satisfies (2) for some R > 0, for any initial condition of P. [
Problem 2: Given a plant P’ as in (1), an approximation M C
(W x UT+) x (UP+ x VE+ x YT+) of P constructed as de-
scribed in Section III-A, and a verified gain bound +, for the cor-
responding approximation error A. Design a full state feedback
control law ¢ : @ — U such that the interconnection (M, A, )
shown in Fig. 5 satisfies the auxiliary robust performance objec-
tive

T
sup Z (0(t)+ R) < o0

T20320

(10)

for some R > 0, for any A € A, where
A, = {A C U™ x WP+ |A satisfies (8) for 7 = ,} O
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Fig. 5. Robust full state feedback control design setup.
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Fig. 7. Setup for the “small gain” theorem.

Any solution to Problem 2 immediately provides a solution to
Problem 1, the original problem of interest: Let ¢ be a full state
feedback law such that (M, A, ¢) satisfies (10) for some R > 0, for
all A € A, . To ensure that (2) holds for (P, i), it is sufficient to
construct a controller I that is identical to the subsystem with input
y and output v in interconnection (M, A, ¢). The resulting controller
I, shown in Fig. 6, thus consists of 3, a DFM “observer” for the
plant and ¢, a corresponding full state feedback control law.

The robust switching law ¢ in Problem 2 can be designed using dy-
namic programming techniques and a “small gain” argument. The fol-
lowing Theorem is adapted from Theorem 1 and Remark 4 in [33].

Theorem 3: (A ‘Small Gain’ Theorem) Consider the feedback inter-
connection of two systems .S and A as in Fig. 7. If S satisfies

"
%I;i;) Zps (r(t),w(t)) — ps (0(t),u(t)) > —oo €8]

=" t=0

for some ps : R X W — R, s : V x U — R, and A satisfies

T
%I;f;] ZpA (u(t)) — pa (w(t)) > —c0

- t=0

for some pa : U — R, ua : W — R, then (S, A) satisfies

inf Y p(r(t) = p(i(1) > —oc

- =0

forp: R — H,,u,:l}—> R defined by

~

= sup {ps(r,w) — mpa(w)},
wew

p(0) = inf {ps(0,0) = 7palu)}

p(r

for any 7 > 0. O
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TABLE I
DATA FOR ILLUSTRATIVE EXAMPLE (k1 = —3)
n N Ts ¥ R P
5 39 0.6283 0.75 0.0160 | 10
10 | 107 | 0.3142 0.625 0.0267 | 20
15 | 207 | 0.2094 | 0.5833 | 0.0195 | 28
20 | 331 | 0.1571 | 0.5625 | 0.0152 | 39

It follows from Theorem 3 that (10) can be achieved by designing
¢ 1 Q — U such that S = (M, ) satisfies (11) with ps(r,w) =
Tpa(w) — Rand ps(0,u) = 0+ 770pa(u) for some R > 0,7 > 0.
Exogenous input » can be assumed to be constant here, representing the
desired rate of convergence. With (10) reformulated as a design objec-
tive for S = (M, ), design of the switching law ¢ reduces to solving a
min-max optimization problem. Techniques inspired by dynamic pro-
gramming can be used, as shown in Theorem 4. In this setting, .J and
T are the “cost-to-go” function and the “dynamic programming” oper-
ator, respectively. Value iteration is used to solve for .J, and ¢ is then
simply the optimizing argument. A complete proof is presented in the
Appendix.

Theorem 4: Consider a DFM M with state transition equation ¢ (¢ +
1) = f(q(t),u(t),w(t)),and let s : Q X U x W — R be given. The
following three statements are equivalent:

a) There exists a ¢ : Q@ — U such that the closed loop system

(M, o) satisfies
T
inf » o (q(t),¢(q(t)), w(t)) > —oo.

- t=0

12)

b) There exists a function J : @ — R such that the inequality

J(q) > T (J(q)) (13)
holds for any ¢ € Q, for T : R® — R defined by
T(J(q)) = min max {=0(q,u,w)+ J(f(qg,u,w))}. (14)

c) The sequence of functions J, : @ — R, k € Z,, defined

recursively by

Jo =0

Je+1 = max {0, T(Jx)} (15)
converges. O
Here, cost function o (g, u, w) = 7pa(w)—R—0(q, u)—T7opa(u)
includes two parameters: R and 7. Ideally, we seek to maximize R > 0
for which there exists .J : Q@ — Ry, 7 > 0, such that (13) holds.
Since the optimal R cannot be directly computed, a numerical search
is carried out: The range of values of 7 for which (12) can be met
for R = 0 is computed. This range is then sampled to compute the
largest value of R at each sampling, with the largest of those being the
(suboptimal) guaranteed rate of convergence.

V. ILLUSTRATIVE EXAMPLE

While not admitting a quadratically stabilizing controller, the de-
ceptively simple example presented is nonetheless amenable to exact
analysis in the full state feedback case, allowing us to numerically com-
pare the performance of our finite state controllers under binary sensing
limitations to the optimal performance in the ideal setting.

Indeed, when the switching controller has full access to the state and
switching can occur at any time, it is always possible to stabilize a pair
of harmonic oscillators

.7','1 =1T9

ii}z = k,-,:l;l
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Fig. 8. Implementation of the DFM controller (k; = —3).

with kg = —1 and k1 € R\ {—1}, by switching to k1 exactly in those
sectors where sign(zizz) > 0if ki < —1 and where sign(z z2) <
0 if k&1 > —1. In contrast, when the plant is sampled and the sensor
information available to the controller at the beginning of each sam-
pling interval is restricted to the sign of the position measurement, the
problem becomes much more difficult because of the state estimation
problem (and the sampling, though this is not the motivation for our
work). The approach described in this technical note will be used to
design a stabilizing controller. The dynamics of the system, sampled at
times t1's, t € Z4, are given by

z(t+1) = As (u(t)) z(t)
y(t) =sgn (x1(t))

oy (et + D,
®) ”’( oI >

As(u) = AT A(u):{ko (1)]

where

The unit circle is uniformly partitioned into 2n intervals and the sam-
pling rate is matched to this partition by setting T's = 7 /n, thus helping
to counteract the conservatism introduced in quantifying A.

When ki = —3, n = 5 is the coarsest partition allowing for suc-
cessful control design. Relevant data are shown in Table I (p is the
number of iterations needed for the Value Iteration algorithm to con-
verge), and representative implementations of the resulting closed loop
systems as well as the optimal (full state feedback, unsampled) closed
loop system are plotted in Fig. 8. Note that while R decreases for
n = 15 and n = 20, the rate of convergence is still seen to improve, in-
dicating that the actual rate of convergence may be significantly better
than the provable rate. Beyond n = 20 the performance improvement
tapers off, likely due to a combination of numerical errors and sampling
effects.

VI. CONCLUSION

We demonstrated the use of a control oriented notion of finite state
input/output approximation to systematically and efficiently synthesize
certified-by-design stabilizing controllers for pairs of discrete-time, ho-
mogenous, unstable second order systems under binary sensor limita-
tions. Future work will focus on reducing the conservatism of the ap-
proach, as well as demonstrating it for broader classes of plants and
performance objectives.
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APPENDIX

Four results are used in proving Theorem 4. The first (Theorem 5)
is adapted from [33]; .J is the storage function of a dissipative system
with supply rate o.

Theorem 5: Consider a DFM with state transition equation q(t +
1) = f(q(t),u(t),w(t)) andleto : Q@ x U x W — R be a given
function. The following two statements are equivalent:

a) Inequality

T
inf 3o (g(t).u(t) w(t) > —oo

- =0

holds for all u € &%+, w € W%+ and ¢(0) € Q.
b) There exists a .JJ : @ — Ry such that the inequality

J(f(gu,w)) = J(q) < o(g,u,w)

holds forall g € Q,u € U and w € W. O
Lemma I: T : RC — R defined in (14) is monotonic, that is
J1 g Jo = T(Jl) S T(Jg)
Proof: If J1(q) < J2(q), then

—o(q,u,w)+ Ji (flqg,u,w)) < —o(q,u,w) + J2 (f(q,u,w))

forallu € U, w € W and ¢ € Q. It follows that:

IIIEIII max {o(g,u,w) + J1 (f{g,u,w))}

< melzI} max {o(q,u,w) + Jo (f(q,u,w))}

forall ¢ € Q, and hence T(J1)(q) < T(J2)(q). [ |
Lemma 2: Sequence {J} defined in (15) is monotonically in-
creasing.
Proof: The proof is by induction on k. We have J;, =
max{0,T(Jo)} > 0 = Jo. Now suppose Jr > Jr—1. Then
Jit1 = max{0, T(Jp)} > max{0, T(Jr_1)} > Ji. [ |

Givenc € R, J : @ — R, consider function J + ¢ : @ — R
defined by (J + ¢)(q) = J(¢) + c.
Lemma 3: Forany J: Q@ = Ryandc € R, T(J+¢)=T(J)+ec.

Proof: For any ¢ € Q we have
T((J+c)(g)= meizI} max {o(q,u,w)+(J+c) (f(g,u,w))}
=min max {o(q,u,w)+J (f(q, v, w))+c}

u€U weWw

=T (J(q)+e.

|
Proof of Theorem 4: (b) = (a): Suppose there exists a .J satisfying
(13), and let

ola) = = A N+ J(f(q, ]
elq) = 1rg31€1;11{m€‘%( o(q.u,w)+J (f(g.u,w))) }

For any ¢ € Q, we have

J(q) > T (J(q))

= min max {

el wew _(T((J7“’-, “’)) + J (f(qa u, “')))}
max {—o (¢, ¢

max (), w)+.J (.
— o (g, 0(q),w)+J(f(g.¢(q),w)),

f(a,¢(q),w))}
Yw € W.

vV

It follows from Theorem 5 that (M, ) satisfies (12).
(a) = (c): Suppose there exists a o such that the closed loop system
satisfies (12). By Theorem 5, there exists a .JJ : @ — R4 such that
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J(fla,o(q),w)) —
q € Q, we have

() < a(g.¢(q).w), Vg € Q, w € W. For any

J(q) > —o (g, 0(q),w) + T (f (¢, ¢(q),w)), YweEW
2 max {—o (¢, 9(q), w) + J (£ (¢ ¢(g), w))}

> ?25}3?}‘{ a(gu,w) +J (f(g,u,w))}

=T(J(q).

It follows that J + ¢ also satisfies (J +¢) > T((J 4+ ¢)) for any choice

of ¢ € R. Since @ is finite, we can assume, without loss of generality,

that .J > 0 with min .J(¢) = 0 and max J(g) = m > 0. Moreover,
q q

sequence {.J} defined in (15) is bounded above by .J. The proof is
by induction on k. We have .Jo = 0 < .J. Suppose that .J, < .J:
Then T(J;) < T(J) < J where the first inequality follows from
Lemma 1 and Ji4+1 = max{0, T(Jx)} < J. Sequence {.Ji} is thus
monotonically increasing (Lemma 2) and bounded above by .J. Hence
it converges to J* = 11111 Jp < J.

(c) = (b): Suppose that {J1} converges to J* = klim Ji and let

er = maxgeo{J (q) — Jr(q)}. Note that ¢, > 0, {ex} is mono-
tonically decreasing (Lemma 2), and lem er = 0. Moreover Ji.(q) >
J*(q)—e,Vq € Q.Ttfollows that T(J) > T(J*—ex) = T(J*)—ex
(Lemmas 1, 3). But Jy+1 = max{0, T(Ji)} > T(J*) — €. Thus
Tt = lm S > () = lim e = T(J7).
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